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1. INTRODUCTION

1.1. This study is in the nature of a preliminary sketch for a much larger
description of Onondaga—or, for that matter, of some other Northern Iroquoian
language—which I hope will some day be completed. Aside from the fact that
it deals specifically with a language on which there is at present little accessible
information, its claim to novelty is that it attempts to describe aspects of Onon-
daga structure in ‘generative semantic’ terms. Instead of beginning with some
fancied ‘deep structure’, as is the current fashion, and then discussing trans-
formations and phonological rules which lead to an eventual phonetic output,
having perhaps a few additional words to say about a semantic ‘interpretation’,
it sees the area of semantic structure as the place where the well-formedness of
utterances in the language is determined. The first few sections of this work will
attempt to describe some of the factors relevant to semantically well-formed
Onondaga sentences. After that attention will be given to the transformation of
semantic structures into surface structures, the ‘symbolization’ of the latter by
underlying phonological arrangements, and the conversion of these last into
phonetic outputs.!

1.2. Asis well known, the Iroquoian language family is divided into a southern
branch, consisting only of Cherokee in its various dialects, and a more diverse
northern branch. To mention only the languages still spoken, Northern Iroquoian
includes the closely related languages of the original Five Nations of the Iro-
quois—Mohawk, Oneida, Onondaga, Cayuga, and Seneca—plus the somewhat
more divergent Tuscarora.? The present sketch is based on work with Onondaga
which I began while teaching in the 1968 spring semester at Cornell University.
I was able to add two months of more concentrated work after the semester was
over. It would be presumptuous to base any kind of linguistic description on
such a small amount of contact with the language, let alone the kind of descrip-
tion that is attempted here, were it not for the considerable head start provided
by my work with Seneca a decade earlier and by the descriptions of Oneida and
Mohawk mentioned in footnote 2. The Five Nations languages are so closely
related that much of the knowledge gained of any one of them can be applied
to any of the others. I should mention that, while a few other linguists have done
some fieldwork on Onondaga, I know of nothing substantial and coherent that
has ever been published on the language except for two long texts.? This state-

1 An account of the theoretical background of this work may be found in W. L. Chafe’
Meaning and the Structure of Language, Chicago: University of Chicago (1970).

2 Some of the major linguistic works dealing with these languages have been Floyd G.
Lounsbury, Oneida Verb Morphology, Yale University Publications in Anthropology No.
48 (1953); Paul M. Postal, Some Syntactic Rules in Mohawk, unpublished Yale University
dissertation (1962); and Wallace L. Chafe, Seneca Morphology and Dictionary, Smith-
sonian Contributions to Anthropology No. 4 (1967). I am very much indebted to both the
Lounsbury and Postal works.

3J. N. B. Hewitt, Iroquoian Cosmology, First Part, in the 21st Annual Report of the
Bureau of American Ethnology (1903), pp. 127-339 (Onondaga Version, pp. 141-220); and
Iroquoian Cosmology, Second Part, in the 43rd Annual Report of the Bureau of American
Ethnology (1928), pp. 449-819 (Onondaga Text, pp. 612-791).
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2 A SEMANTICALLY BASED SKETCH OF ONONDAGA

ment may come as a surprise to those who know of the publications of Zeis-
berger’s work,* but the language there set forth is clearly not that which is
called Onondaga today. My guess is that Zeisberger, who spent considerable
time with the Onondaga in the mid-eighteenth century, was guilty, as it was
later put, of ‘disregarding his Indian friends’ advice on mixing dialects’,’ and
that he did not trouble to separate what he may have known of Onondaga from
what he knew of Mohawk and perhaps other languages. I must express my
gratitude to Cornell University for providing a faculty research grant which
paid my field-work expenses during the spring semester, to the Phillips Fund of
the American Philosophical Society for their support of similar expenses during
the period which followed, and to the Humanities Institute of the University of
California for providing me with a salary while the summer work was in progress.
I am also greatly indebted to several individuals on the Onondaga Reservation in
New York, above all to Mrs. Jessie Pierce and Mrs. Delia Carpenter.

1.3. It is a real question whether one can describe with any degree of accuracy
the semantic structure of a language which he does not speak natively. The
difficulties are only magnified when, as in this case, one can rely on nothing more
than brief fieldwork—work with elderly informants who, like most people, are
unused to introspecting about subtle details of their language. The task would
be altogether hopeless were it not for the extent to which the semantic structures
of all languages are alike. Since a linguist is a human being who speaks some
language natively (and probably has at least some familiarity with others), he
cannot help but have a tacit understanding of much of the semantics of all
languages. One could not have expressed such a view until recently, but today it
need not even seem revolutionary. Informants’ reactions to questions, their
choice of one or another usage in particular contexts, their translations into
English—observations like these can serve as clues to the presence of meanings
which, to a greater or lesser extent, may already be familiar to the linguist. In
the case of semantic units like ‘past’ or ‘plural’ or ‘dual’, recognizability presents
no problem at all. Other semantic units may not be as readily accessible, but the
difference is one of degree and of the amount of hard work that is required.
Languages do not have identical semantic structures any more than they have
identical phonetic structures (the analogy is instructive), but I believe there is a
range of semantic possibilities available to all languages, a range which is limited
and ultimately knowable, just as seems to be the case in the phonetic area.
Eventually we may know enough about semantic universals that we will be able
to investigate their presence or absence in unfamiliar languages with a great deal
more confidence than can be attached to this tentative exploration of Onondaga.

4 E. N. Horsford, ed., Zeisberger’s Indian Dictionary, Cambridge, Mass.: John Wilson
and Son (1887); and David Zeisberger, Essay of an Onondaga Grammar, or a Short Intro-
duction to Learn the Onondaga al. Maqua Tongue, reprinted from The Pennsylvania Maga-
zine of History and Biography, Philadelphia (1888). The word ‘Maqua’ in the title of the
latter is significant; it is another name for Mohawk.

§ Rev. William M. Beauchamp, Moravian Journals Relating to Central New York, 1745-
66, Syracuse: Onondaga Historical Association (1916), p. 5.
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But we can hardly begin to approach such a goal without making provisional
efforts of the type set forth here.

1.4. Not only is it difficult to determine facts about the semantic structure of
a language with which one has had such minimal contact, there is also no satis-
factory available model of what semantic structure is like. I do not believe that
it can be described in terms of the ‘phrase structure’ model which has been used
for ‘deep’ structure, and I have no choice but to present Onondaga in terms that
will seem novel to the reader. The model used is one that I have been concerned
with developing over a number of years, but it remains one with which I am not
fully satisfied. In its most recent form it owes much to ideas set forth in a variety
of publications, and to discussions, trials, and errors too numerous to mention.
In brief summary, the nucleus of a sentence is seen to be a ‘verbal’ or ‘predicative’
unit, which I shall label ‘Verb’ or simply ‘V’. To this verb are usually attached
one or more nominal units, labeled ‘Noun’ or ‘N’, which stand to it in one of
several possible relations, for example the relations of ‘patient’ or ‘agent’. The
following diagrams show a verb which has a patient noun, one which has an
agent noun, and one which has both:

l ! | — I—J:y |
pat I agt pat agt

V N V N V. N N

(In the third diagram the relation of patient is shown as subordinate to that
of agent on grounds which will not be discussed here.) The left-to-right order
of the elements in these diagrams has nothing whatsoever to do with the order of
elements in the eventual surface structure, and may be regarded for present
purposes as arbitrary.

1.5. Both verbs and nouns are subject to further specification in terms of
narrower semantic units, and these units fall into three different types. The first
type, which I shall call ‘selectional’, may be exemplified for verbs by the unit
‘state’; that is, the meaning of a verb may be one describable as a state. The
choice of a selectional unit has at least two consequences. First, it dictates which
of the arrangements like those illustrated above is appropriate. If a verb is
specified as a state, for example, it normally requires the accompaniment of &
patient noun, as in the first diagram on the left above. (It can be seen that in the
abstract formation of a semantic structure the choice of selectional units for the
verb must be made before the number of accompanying nouns and their relations
to the verb can be determined.) Second, a selectional unit narrows the choice of
the second kind of unit found within a verb or a noun, the ‘lexical’ unit, of which
each verb or noun contains only one. (In a noun, it may be noted, selectional
units play only this second role.) Thus, a verb which is selectionally specified as
a state may be lexically specified as ‘old’ or ‘sharp’, but not as ‘cough’ or ‘eat.’
Or a noun which is selectionally specified as masculine, for example, may be
lexically specified as ‘chief’ or ‘Ax Carrier’ (a man’s name), but not as ‘knife’
or ‘Flowers in Water’ (a woman’s name). The lexical unit carries the maximum
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burden of information within its verb or noun. The third kind of semantic unit
that we may find within a verb or a noun will be labeled ‘inflectional’. Such units
as past or plural fall into this category, which is characterized especially by its
lack of relevance to the choice of a lexical unit.

1.6. As a more concrete illustration, let us consider the sentence whose phonetic
output may be indicated as follows, along with an English translation:

1) neke hengkwé warhatinghayéthwa? These men planted corn.

The phonetic symbols have their usual values, except that the nasalized vowel
¢ is a low, rather than mid, front vowel. The acute accent marks indicate a higher
pitch on the marked vowels; there are further details of pitch with which we
need not concern ourselves here. The spaces indicate word boundaries, and are
included partly for clarity of presentation. They do have some phonetic sig-
nificance, however, in that pauses may occur normally at these points; it would be
odd for a speaker to pause anywhere else. (Pauses are not, however, equally
likely at all word boundaries.) This sentence will be said to have a semantic
structure which can be diagramed as follows:

pat agt

A% N N
action corn animate
process human
plant masculine
punctual person
past plural

" demonstrative

proximal

I am sure there is more to the semantic structure of this sentence than is indi-
cated here, but the diagram does include all the features relevant to this sentence
from among those that will be discussed in this work. The skeleton of this
structure is provided by the verb and the two nouns, one of which is related to
the verb as patient, the other of which is related to it as agent. The verb is
selectionally specified as an ‘action’ and as a ‘process’. It is the presence of the
selectional unit action that requires the accompaniment of an agent noun, and
the presence of process that requires a patient noun. The verb is, furthermore,
lexically specified as ‘plant’. This lexical unit is an action in that it is something
which people, here ‘these men’, do. It is a process in that it involves a change in
the condition or disposition of the patient, here ‘corn’. In these diagrams I shall
identify a lexical unit by italicizing it. Below the italics will be given what-
ever inflectional units may be present. In this verb they include ‘punctual’,
indicating that the meaning of the verb took place at one point in time, and
‘past’. If we turn to the patient noun, we see that it is lexically specified as ‘corn’,
but that no selectional or inflectional units are given. I am assuming a system in
which certain semantic units are either ‘marked’ as being present or not indicated
at all. Those units whose presence is marked will be introduced gradually as we
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proceed, but we may note especially that the patient noun in this sentence, since
it is not marked as animate, is understood to be selectionally ‘-animate’ (that is,
‘inanimate’). The absence of such a unit will be indicated with a minus sign, but
only when that absence needs to be referred to for some reason. Since the patient
noun is not marked as ‘plural’, it is understood to be inflectionally ‘-plural’ (or,
of course, ‘singular’). The agent noun, unlike the patient, is selectionally specified
as ‘animate’, and also as ‘human’ and ‘masculine’. The lexical unit in this agent
noun is given as ‘person’. Under the lexical unit are listed several inflectional
units: ‘plural’, ‘demonstrative’, and ‘proximal’.

1.7. This, then, however incomplete and tentative, is the kind of semantic
structure that will be described. A number of semantic rules will be given, with
the intention that they should generate some of the structures of this kind which
are possible in Onondaga. To a large extent the possibilities here will coincide
with the possibilities found in other languages, but to some extent they will be
peculiar to Onondaga or to the Northern Iroquoian languages. Undoubtedly when
more is known about semantic structures it will be possible to assume as given by
the universal nature of language many things that will have to be explicitly
mentioned here. Semantic structures, once established, are related to surface
structures and to eventual phonetic realizations through a complex series of
‘postsemantic’ processes, and it is in these processes that the differences between
languages become most conspicuous. I believe that it is in large part the long
history of changes peculiar to an individual language which creates the necessity
for such processes, and the history of every language is unique, even if the changes
it has undergone are subject to universal constraints. Many of the postsemantic
processes that will be discussed here are unique to the Northern Iroquoian
languages, or to Onondaga, itself. The study as a whole will be presented in terms
of four different types of rules. First, and to me of the greatest interest since
they deal with the area least well understood, will be rules for the formation of
semantic structures (Chapters 2, 3, 4, and 8). Second will be rules (‘transforma-
tions’) which convert semantic structures into surface structures (Chapters
b, 6, and also 8 in part). Third will be ‘symbolization’ rules, which substitute
phonological configurations for the postsemantic units of the surface structure.
Rules of this third type will not be explicitly stated, but will be indicated only in
passing; for example, ‘house’ might be said at some point to be symbolized
nohs. Fourth will be phonological rules, which transform the underlying phono-
logical arrangements into phonetic ones (Chapter 7). The separate function and
order of application of these four types of rules should be kept in mind as the
exposition proceeds.

1.8. There are several unusual conventions I shall follow in the statement of
rules, especially in the kinds of arrows I shall use. In the first place, a single-
headed arrow with a solid shaft (A — B) will mean that A is obligatorily replaced
by B. A single-headed arrow with a broken shaft (A —— B) will mean that A is
optionally replaced by B. Arrows of these two kinds will appear largely in the
statement of transformations and phonological rules. More unorthodox will be
the use of a double-headed arrow. A double-headed arrow with a solid shaft
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(A — >B) will mean that A is ‘further specified’ as B. For example:

proximal
e

monstrative— L.
demonstrat 7 {dlstrlbutlv

does not mean that demonstrative is replaced by proximal or distributive, but
that something which is already specified as demonstrative must be further
specified in one of these two ways. A double-headed arrow with a broken shaft
(A -—> B) will mean that A is optionally further specified as B. Thus:

animate -——> human

means that something which is specified as animate may or may not be further
specified as human. These last two kinds of arrows will be used predominantly in
semantic rules, although occasionally in transformations also.

1.9. When examples are cited, whether of sentences or of individual words,
they will be given in the phonetic shapes which they have as isolated utterances.
There are several phonological processes which very commonly affect such
shapes, and which it is therefore desirable to mention here at the outset. For one
thing, every sentence (or word stated in isolation) that would otherwise begin
with a vowel acquires an initial ?, and every sentence (or word) that would other-
wise end with a vowel acquires a final 4. Thus, ‘I am planting’ or ‘I have planted’,
which would otherwise be cited as akyéthwi, will here be written as ?akyéthwih.
It will also be easier to understand the cited examples if it is realized that most
words acquire an accent on their final vowel when they are not sentence-final.
When they are sentence-final, they acquire an accent on their penultimate vowel
in the majority of cases, although in some sentence-final words the accent will
be on the antepenultimate or the final vowel. At the same time a sentence-final
word with penultimate accent will usually show lengthening of the accented
vowel if it is in an open syllable. These matters will be discussed further in
Chapter 7.

2. SELECTIONAL UNITS OF A VERB AND THEIR DETERMINATION
OF ACCOMPANYING NOUNS

2.1. States and actions. The configuration consisting of a verb and one or more
nouns related to it in certain ways forms what may be regarded as the skeletal
semantic structure of a simple sentence. (Sentences containing more than one
verb will not be discussed until Chapter 8.) Since, however, the nouns which ac-
company a verb and the relations which such nouns bear to the verb are deter-
mined by selectional units within the verb, it is necessary for us to concern our-
selves with these selectional units at the outset. Let us begin by examining certain
features of the following two sentences:

2) a. cih4 okstérah The dog is old.
b. cihd kahny4-ha? The dog is barking.

Both sentences contain a verb and a single noun, and the latter is lexically speci-
fied as ‘dog’ in both. Except for these points of similarity, the sentences are quite
different. The first communicates that the noun ‘has the quality’ specified by the
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verb; the second, that the noun ‘is performing the action’ which the verb specifies.
This semantic difference finds a phonological reflection in the fact that the second
word in (2a) begins with a prefix symbolized o (from underlying yo0), while the
second word in (2b) begins with a prefix symbolized ka. From these sentences it
appears that a verb may involve either a ‘state’ (condition, quality) or an ‘action’,
a fact which can be indicated in the following provisional semantic rule:

(81" v, [state 1
actionf

(The braces indicate an exclusive disjunction: state or action, but not both.) The
rule is numbered with a superseript ‘prime’ to indicate that it is provisional,
eventually to be replaced by (S1). We might next posit a two-part rule like (S2')
to indicate that a state verb requires the accompaniment of a patient noun, such
as ‘dog’ in (2a), indicating what it is that is in the state, while an action verb
requires the accompaniment of an agent noun, such as ‘dog’ in (2b), indicating
what it is that performs the action:

l pat

(82') a. A% -V N
state state
] agt
b. \Y% -V N

action  action

2.2. Processes. The full range of possibilities is not thereby accounted for,
however. We might, for example, compare the following two sentences:

3) a. Ponghsakd yoh The house is old.
b. ?onghsatékha?  The house is burning.

(The postsemantic phenomenon of ‘incorporation’ of the patient noun into the
verb can be observed in the surface structures of both these sentences, but that is
not the issue at the moment.) Sentence (3a) involves a patient being in a state,
just as did (2a), but sentence (3b) involves a patient being subjected to a process.
We can say that in (3b) something is ‘happening’, that an event is taking place,
while this is not the case for (3a). Furthermore, it is possible for the verb in (3b)
to be inflected in ways that are not available to the verb in (3a); for example:

4) walonghsaté-ka? The house burned.

where a single transitory occurrence is involved (this inflection will be termed
‘punctual’ in 3.2 below). Sentence (2b) described something happening also, and
the verb of that sentence can be inflected in ways including that illustrated in (4):

(5) cih4 warksdhnya? The dog barked.

But in spite of these similarities between sentence (3b) and sentence (2b), these
sentences cannot be considered to contain the same kind of verb. In (3b) some-
thing is happening {0 something. The house is a patient, just as it is in (3a). In
(2b), on the other hand, it is not that something is happening to the dog, but
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rather that the dog is doing something; it is an agent. Let us say, therefore, that
the verb in (3b) is specified as a ‘process’, while that in (2b), as noted earlier, is
specified as an action. Processes and actions have in common the fact that they
involve something happening, as opposed to states, where a condition is said to
exist. Furthermore, both processes and actions, as opposed to states, are subject
to the kind of inflection suggested in (4) and (5), while states are not. On the other
hand, processes and states have in common the fact that they normally require
the accompaniment of a patient noun, while an action must normally be accom-
panied by an agent noun. This situation is reflected in the fact that both (3a) and
(3b) exhibit a patient prefix symbolized o (from yo), while (2b) shows an agent
prefix symbolized ka.

2.3. Action-processes. There is still more to be considered, however. In sen-
tence (6) both a patient and an agent noun are present:

6) cihg iwéks o?wihz:? The dog eats meat.

The dog does something (as an agent), but at the same time something happens
to the meat (as a patient). Evidently the verb in this sentence is specified as both
action and process; these two selectional units are not, then, mutually exclusive.
What is traditionally known as a ‘transitive’ verb may be regarded as one which is
specified in this double way. The various possibilities for a verb, judging from this
discussion, can be stated in the following revision of (S1’):

state
(S1) V —> (action )
process
(The parentheses indicate an inclusive disjunction: action or process or both.)

We have, then, the following four kinds of verbs, as illustrated in the sentences
indicated:

(2a, 3a)  (2b) (3b) (6)

v v v v

state action process action
process

Rule (82') can now be modified to indicate that either a state or a process verb
requires the accompaniment of a patient noun, while an action verb requires the
accompaniment of an agent:

pat (S12)
©2) a. V

-V N
state state
process process

agt

b. A% -V N
action action

(In (82a) it is understood by convention that, with either state or process being
present on the left of the arrow, the same unit will be present on the right.) A verb



A SEMANTICALLY BASED SKETCH OF ONONDAGA 9

which is specified as both an action and a process requires the accompaniment of
both a patient and an agent noun, and the resulting configuration will be dia-

gramed as follows:
l pat agt

Vv N N
action
process

2.4. Verb roots. Once a verb has been specified in terms of one of the four possi-
bilities just described, it may go on to be specified in terms of a particular lexical
unit such as ‘old’, ‘burn’, ‘bark’, ‘eat’, or the like. As a general term for the lexical
units which are found within a verb, I shall use the name ‘verb root’. Thus ‘old’,
‘burn’, ete. will be called verb roots. Provisionally, verb roots can be introduced
by rules like the following:

(83" a. state —> old, sharp, ...
b. action —> bark, cough, . ..
c. process —> burn, get thin, . ..
d. [actlon :I —> eat, plant, . . .
process

(The square brackets in (S3’d) indicate the simultaneous presence of both action
and process.) The list of units to the right of each arrow is very long, and would be
difficult to complete not only because of its length, but also because of the varia-
tion which exists among different speakers of the language so far asits full content
is concerned. In addition, it must be understood that there are factors beyond the
specification of a verb as state, action, or process which are relevant to the deter-
mination of a particular verb root. Such factors have to do particularly with the
influence a verb exerts on the selectional units that may ocecur in an accompany-
ing noun. Thus, for example, if a verb is to contain the verb root ‘wise’ it must
have a patient noun that is selectionally specified as animate; only animate things
are wise. If a verb is to contain the verb root ‘sharp’, on the other hand, it must
have a patient noun that is selectionally -animate (not specified as animate). In
order to account for such requirements, we might first allow a verb to be specified
in terms of selectional units like those indicated on the right of the arrow in (S4):

animate patient / state
-animate patient process

(84) V-—> {

That is, a verb which is specified as a state or a process may be specified also in
terms of selectional units like ‘animate patient’ or ‘-animate patient’. Actually,
selectional units like those introduced by (S4) amount to statements of the obliga-
tory application or nonapplication of rules which introduce the selectional units
of a noun. In the above examples the rule which introduces animate (rule (S26) in
chapter 4 below) is said to be obligatory—or to be impossible—for a patient noun.
Rules like those of (83’) can now be complicated in the direction of including
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specifications like these:

(S3) a. [sme ] —> wise, . . .

animate patient

b [statfe . :l—» sharp, . .
" L-animate patient T

(S3) must, of course, be applied after (S4). (The numbering of rules in this work
will often be governed solely by convenience of presentation.) Another question is
whether we should, for example, try to account for observations such as that the
agent noun for ‘bark’ must contain a noun root like ‘dog’ or ‘fox’, dependent on a
selectional unit ‘canine animal’ perhaps. A comprehensive description of require-
ments like these would lead us into a study of unforeseeable complexity, and I
shall have no more to say about them here.

2.6. Optional deletion of process. It is still necessary to say one more thing
about a verb that is specified as both an action and a process. After a verb of this
kind has received a lexical specification such as ‘eat’ by means of rules like (S3'd),
it is possible for process to be dropped from its bundle of selectional units, and for
this to happen before a patient noun is added by (S2a). In other words, we find

sentences like:
()] cihg {-weks The dog eats.

where no patient noun is present. Such a sentence is actually ambiguous: this one
might mean ‘The dog eats it’ as well (where the patient noun has lost its lexical
unit postsemantically through pronominalization). But given the meaning indi-
cated in (7), we must say that the following optional process can be applied to
modify the semantic structure of an action-process verb:
(S5) process > ¢ / V

action
The ordering of these rules must allow (83’d) to operate first to establish a lexical
unit, (85) must come next to delete the selectional unit process, and (S2a) must be
applied after (85) so that no patient is added in this circumstance.

2.6. Derivation. I am assuming that a verb root is intrinsically a state, a proc-
ess, an action, or simultaneously an action and a process, but often it is the case
that a verb root which is intrinsically one or another of these types can be con-
verted into a verb root of a different type through the addition to it of a certain
‘derivational’ unit. For example, ‘dirty’ is inherently a state:

8) ?6tki? It’s dirty.

(In this and the following examples a postsemantic pronominalization has taken
place, as it has in the English translation, to delete the lexical unit from the pa-
tient noun, the identity of this unit having been established by the context; see
6.1.) A process verb root can, however, be created by the addition to ‘dirty’ of a
derivational unit which may be labeled ‘inchoative’:®

9) ?otki?ih It has gotten dirty.

¢ Cf. Lounsbury, ibid., 78.
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The relevant semantic structure of this sentence can be diagramed as follows:

| " pat
A% N
process

dirty + inchoative

It is also possible to create an action-process verb root, by the addition to ‘dirty’
of a derivational unit ‘causative’:
(10) warkatkihta? I got it dirty.

This sentence has a semantic structure whose relevant features can be diagramed
in this way:

ATy
,7 i)at agt
v N N
action
process
dirly + causative

Derivational processes like these are not something that can be described with
generally applicable rules. Statements like the following can be made:

(S6) a. V -V
state process
root root 4 inchoative
b. V -V
state action
root process

root + causative

(root being a cover term for some particular verb root—the same on both sides of
the arrow). But the verb roots which will undergo such processes are strictly
limited. In a list of verb roots it is necessary to especially mark those to which
rules like (S6a) and/or (S6b) are applicable. It should also be pointed out that
such rules must be applied before the introduction of agent and patient nouns by
(S2). It is interesting also, in this connection, that (S6b) must be applied after the
optional dropping of ‘process’ allowed by (S5), for when process has been intro-
duced by (S6b) it cannot be deleted. That is, a sentence like (10) must have a
patient; it cannot communicate an agent and an action alone. While one can
either ‘eat something’ or just ‘eat’, one can only ‘get something dirty’. One cannot
simply ‘get dirty’ as the agent of an action (although, of course, one can ‘get
dirty’ as the patient of a process).

2.7. Benefactive and experiential verbs. Apparently a noun can be related to a
verb not only as patient or agent, but also in several other ways. Two other rela-
tions of this sort will be mentioned here, and are illustrated in these sentences:

(11) a. Harry hoho'wid-ye? Harry has a boat.
b. Harry wathahowd -ke? Harry saw a boat.
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(English personal names are used almost exclusively in normal conversation in
this language, so that it would be unusual to find an Onondaga name in sentences
like these.) Each of these sentences contains a patient noun, which is lexically
specified in each of them as ‘boat’. Postsemantically this lexical unit is subject to
‘incorporation’ into the verb, and appears phonologically as hgw. Each sentence
also contains another noun, lexically specified as ‘Harry’, which cannot be re-
garded as either a semantic patient or a semantic agent. In (11a) this noun bears
what I shall call a ‘beneficiary’ relation to the verb. The verb in (11a) involves a
state—let us call it the state of being possessed—and the patient noun ‘boat’ is
said to be in this state. ‘Harry’, we might say, is the one who benefits from the
boat being possessed, hence the noun containing ‘Harry’ can be said to be the
beneficiary of the verb. As we shall note later, and as is reflected in the prefix
symbolized ho—the masculine patient prefix—a beneficiary noun in Onondaga is
postsemantically transformed into a patient noun. In sentence (11b) the noun
which is lexically specified as ‘Harry’ is related to the verb in still another way;
I shall say that it is the ‘experiencer’ of the verb. The verb in this case evidently
involves a process, the process of becoming visible, and the patient noun ‘boat’ is
the patient of this process, the thing affected by it. The process is one which in-
volves an ‘experiencing’ on the part of some individual, in this case Harry, so that
we can identify the noun which is lexically specified as ‘Harry’ as the experiencer
of the verb. The prefix symbolized ha—the masculine agent prefix—shows that in
Onondaga an experiencer noun is postsemantically transformed into an agent
noun. In the surface structure, then, a beneficiary is reflected as a patient, while
an experiencer is reflected as an agent. Before we go on to consider the beneficiary
and experiencer relations in somewhat more detail, we might also note that any
noun which bears either of these two relations to a verb must apparently be ani-
mate:

{beneﬁciary } f beneﬁciary}

(S7) . .
experiencer Iex periencer
N - N
animate

Let us now give further attention to the relation of beneficiary. A verb which will
support such a relation must be a verb which involves a state or event that oper-
ates to someone’s benefit. We can say, then, that a verb may be selectionally
specified as ‘benefactive’:

(S8) V -»> benefactive

A subsequent rule, like those of (S2), can then state that such a verb is accom-
panied by a noun which bears to it the relation of beneficiary:

ben
(S9) v -»V N
benefactive  benefactive

This rule is either optional or obligatory, depending on the particular verb root



A SEMANTICALLY BASED SKETCH OF ONONDAGA 13

that is specified for the benefactive verb. Probably the introduction of benefactive
is not as free as rule (88) suggests. In fact, aside from the derivational possibilities
that will be described shortly, it would seem that the list of benefactive verb roots
is confined to just a few states:

" Lbenefactive

state
b. | benefactive —> owned

-animate patient
state owned and forcibly
¢. | benefactive —>  controlled, in,

animate patient attached

(S10) a, state ] —> possessed

(In (S10a) it is understood that neither the selectional unit ‘-animate patient’ nor
the selectional unit ‘animate patient’ is present, since neither is specified.) It is the
verb roots labeled ‘in’ and ‘attached’ which are accompanied only optionally by a
beneficiary noun. Another way in which ‘in’ is used will be discussed in Chapter
8. The verb root ‘possessed’ given on the right of (S10a) may occur with a variety
of different nouns as patient. Its meaning involves possession of a most general
sort, whether temporary or permanent. In (12a,b) its presence is reflected phono-
logically by ye, in (12¢) by e:

(12) a. Harry hohwist4-ye? Harry has money.

b. Harry honaskw4-ye? Harry has cattle, or
domestic animals of

some kind.
c. Harry ho?nishe? Harry has a father.

The relevant semantic structure of sentence (12a) can be diagramed in this way:

[ pat ben

v N N
state money Harry
benefactive

possessed

The verb root ‘owned’ given on the right of (S10b) involves the private owner-
ship—not just the possession—of inanimate things. Its use is illustrated in the
following sentence, where its underlying phonological shape is awe (the a being
swallowed up by the o of the masculine patient prefix):

13) Harry how¢ kah¢'wa?  Harry owns a boat.

The first of the verb roots given on the right of (S10¢), that which is labeled
‘owned and forcibly controlled’, involves the ownership of a domestic animal. In
the following sentence its phonological representation is chene:

(14) Harry hochené? kohsd-tes Harry owns a horse.

The verb root ‘in’ is symbolized ata, and ‘attached’ is symbolized ¢t in the follow-
ing sentences. The symbolization of ‘head’ in (15b) is ng?war, but phonological
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rules transform the sequence ng?wargt into ng?waet (see chapter 7):

(15) a. Harry hawe-ydhsatah ~ Harry has a heart (in him).

b. Harry hong?waé-ta? Harry has a head (attached to him).
In (15a) the haw of the second word is the symbolization of the masculine patient
prefix which occurs before ¢; it is thus equivalent to the ho of (15b). The lexical
unit which occurs in a benefactive verb need not be of the sort listed in (S10), but
may instead be derived. For example, sentences in which the verb root is trans-
lated ‘give’ probably contain the state-benefactive verb root ‘possessed’, con-
verted into an action-process verb root through the addition of the derivational
unit ‘causative’:
(16) Bill wa?hohwisto? Harry  Bill gave money to Harry.

As in English, the combination of ‘possessed’ with causative is reflected in the
surface structure by what appears to be a simple verb root ‘give’, represented
phonologically in the above sentence by ¢. The relevant semantic structure of this
sentence might be diagramed in this way:

I
I |

r ;')at, ben agt
v N N N
action money Harry Bill
process
benefactive

possessed + causative

A benefactive verb root can also be created derivationally through the addition to
some simple verb root of a derivational unit which can be labeled ‘dative’. For
example, in the following sentence the verb root ‘make’ has been derivationally
converted into a benefactive verb root in such a way:

an Bill wa”ho?eng'nyé? Harry Bill made a bow for Harry.

The verb root ‘make’ is usually represented phonologically as ¢ni. In this sen-
tence the derivational unit dative is represented as a following ¢, and the ‘make -+
dative’ combination is eventually realized as gny¢. We could diagram the relevant
semantic structure of sentence (17) as follows:

‘I 1
l pat ben agt
v N N N
action bow  Harry  Bill
process
benefactive

make + dative

We noted earlier that derivational processes are limited to particular lexical
units, and here too it is the case that only certain verb roots are subject to the
dativederivation.®» We have now seensome of the situations in which a beneficiary

6a. ITn Meaning and the Structure of Language, however, I question whether this is true,
and a somewhat different semantic structure for sentences of this type is suggested in
Chapter 17 of that work.
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noun can be introduced into the semantic structure of an Onondaga sentence. Let
us turn finally to the relation of ‘experiencer’, still another relation which a noun
can bear to a verb. Apparently an experiencer noun must accompany a verb
whose meaning involves a mental disposition or process of some kind, and I shall
label this verbal selectional unit ‘experiential’. Perhaps only a state or process
verb can be specified in this way, so that the rule can be stated as follows:

1) {state

->> experiential
process

A subsequent rule can then state the requirement that an experiential verb re-
quires the accompaniment of an experiencer noun:

| exp
v -V N
experiential  experiential

The verb roots which are determined by the selectional unit ‘experiential’ call for
less comment than did the benefactive verb roots, and can be introduced by
straightforward lexical rules:

(S13) a. [state. . ] —> want, know, ...
experiential

process .
.. —> see, like, ...
experiential

(There may be some question as to whether ‘see’ or ‘like’ should be regarded as
processes. They do, however, appear to be so treated by Onondaga, if we can
judge from the fact that they are subject to the kind of inflection illustrated in (4)
and (5) above.) The following sentences illustrate the occurrence of experiential
verbs. As noted earlier, the experiencer noun is reflected in surface structure as an
agent. In these sentences the first person agent prefix appears phonologically as k
(converted into A before another k in (18¢)):

(18) . kehé? kah¢'wa? I want a boat.
. kheyetei Alice I know Alice.
. hkeh4? ci-hah I see a dog.

. ka?sha'néhwe?s I like the knife.

Qo oM

The relevant semantic structure of sentence (18a) can be diagramed as follows

] pat exp

A% N N

state boat first (person)
experiential

want

3. THE INFLECTION OF A VERB

3.1. In Chapter 2 attention was drawn to some of the selectional units that are
found within a verb. We saw what some of these units are, how they may affect
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the choice of a particular lexical unit, and how they determine the presence of
accompanying nouns and the relations which such nouns bear to the verb. At this
point we are left with partially formed semantic structures consisting of verbs
which are selectionally and lexically specified, together with various nouns which
are attached to the verbs in the relations of patient, agent, beneficiary, and ex-
periencer. In this chapter we shall be concerned with the inflectional units of a
verb, those nonlexical semantic units which do not affect the choice of a verb root.

3.2. Descriptive, iterative, and punctual. We can begin by examining the
following three sentences:

(19) a. kothértih She is pounding.
b. ?Pethé?tha? She pounds.
c. warethé?ta? She is pounding.

Sentences like these are related to longer sentences like:
(20) Alice kothe?tf ne? ongha?  Alice is pounding corn.

In (19) the agent ‘Alice’ has been pronominalized, and there is no patient because
rule (S5), discussed in 2.5, has been applied. (It may also be noted that the kind
of pounding involved in these sentences is the kind associated with the pounding
of corn.) The semantic structures of the three sentences in (19) differ from each
other by one inflectional unit of the verb. I shall say that the verb in (19a) is in-
flectionally specified as ‘descriptive’, that in (19b) as ‘iterative’, and that in (19¢)
as ‘punctual’. The reader who already has some familiarity with Northern Iro-
quoian languages will recognize that other meanings are possible for all three of
the phonetic outputs indicated in (19)—each of these sentences is ambiguous—
but for the moment I wish to concentrate on the meanings to which I have just
assigned labels. ‘Descriptive’ is the most difficult of the three to characterize
satisfactorily, but evidently the event specified in (19a) is viewed as if it were a
lxind of dynamic state: there exists a condition of pounding going on. It is in-
teresting that the agent of a descriptive verb is, in the majority of eases, post-
semantically transformed into a patient. In (19a) this fact is illustrated by the
feminine prefix symbolized ko (from underlying yako), which contrasts with the
prefix symbolized e (from underlying ye) in (19b,¢). Although I shall account for
this peculiar treatment of the agent of a descriptive verb as a postsemantic
phenomenon, it seems to reflect the fact that the action is regarded as a kind of
state, states being regularly accompanied by patients and not agents. We shall
see below that the descriptive inflection is obligatory for a verb which is selec-
tionally specified a state (the inflectional poverty of state verbs was already men-
tioned in 2.2). The ‘iterative’ inflectional unit in (19b) means that the pounding is
an action which is repeated through time. This sentence means that she pounds
habitually. Finally, the ‘punctual’ inflection of (19¢) means that the pounding is a
single action which takes place at one moment in time. The notion is that she is
just now pounding at this moment. While (19a) and (19¢) were given identical
translations, their meanings are quite distinct. We can introduce these three
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mutually exclusive inflectional units with a provisional rule like the following:

descriptive
(814") V —> {iterative
punctual

3.3. Perfective and contemporaneous. As has been mentioned, each of the
sentences in (19) is ambiguous. The ambiguity of (19¢) will be discussed later, but
we can note at this point the following alternative meanings for (19a,b):

(21) a. kothé?tih She has pounded.
b. Pethé?tha?  She is pounding.

Sentence (21a) indicates that there exists, at the time of the utterance or of some
other reference point, a condition which is the result of an action already per-
formed. The meaning seems similar if not identical to one meaning of the ‘have’
plus ‘past participle’ formation in English. I shall say that in sentence (21a)
‘descriptive’ is further specified as ‘perfective’.” Sentence (21b) indicates that the
agent is at the moment engaged in the iterative action of pounding. I shall say,
therefore, that iterative is further specified as ‘contemporaneous’ in this case.
These examples have illustrated, then, that a descriptive verb may optionally be
perfective and that an iterative verb may optionally be contemporaneous. Ap-
parently, however, these options are not available to every verb. While ‘pound’,
for example, may be subject to the ambiguities just desecribed, a verb which is
lexically specified as ‘sing’ or ‘dance’ does not seem to allow the perfective or
contemporaneous meanings (no state verb does so either). Thus, the following

sentences have only the meanings indicated:
(22) . hote'né-ta? He is singing.

. hate'nétha? He sings (is a singer).
tehétkweh He is dancing.

. tehgtkhwa? He dances (is a dancer).

ae TP

The verb in (22a,c) is descriptive, while that in (22b,d) is iterative. (The prefix
symbolized fe in (22¢,d) is a surface element which is part of the postsemantic
representation of this verb root.) Although the facts are not clear, the following
tentative suggestions may be made in explanation of the refusal of certain verbs
to be specified as perfective or contemporaneous. To a large extent it appears that
the verbs which do support such meanings are those that would traditionally be
called transitive—verbs which are simultaneously action and process. The correla-
tion is not complete, however, and some other factor seems to be involved. If we
consider why a speaker of Onondaga might not say something like ‘He has sung’
or ‘He has danced’ while he would say things like ‘He has planted corn’ or ‘It has
burned’, we notice that events like planting or burning have perceptible conse-
quences. They result in states which can be talked about. Events like singing and
dancing, on the other hand, do not have similarly perceptible results. Although,

7 The term that was introduced in Lounsbury, ibid., for the surface structure reflection
of the semantic unit I am here calling descriptive.
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to be sure, ceremonial singing and dancing may have beneficial consequences
through supernatural agencies, such consequences cannot be seen as immediately
present states. We might, then, posit a new selectional unit for verbs, one that
can be labeled ‘consequential’. Its meaning involves the potentiality of present
and perceptible states, such as those that would result from pounding or planting
corn, from burning, and the like. Only a verb not specified as a state can be con-
sequential, a fact which explains the nonavailability of the perfective inflection to
a state verb:

(315) \'s -+> consequential
-state

The lexical rules that introduce verbs like ‘pound’, ‘plant’, and ‘burn’ must now
include consequential to the left of the arrow. We can go on to say that the de-
scriptive inflection may be further specified as perfective in the environment of
consequential. Furthermore, iterative may apparently be further specified as
contemporaneous in this same environment, so that a single complex rule is possi-
ble:

(S16) fdescriptive} s {perfect,iVe

: . ot
\iterative contemporaneous} / consequential

3.4. Actions without agents. The next two sentences illustrate a special, pas-
sive-like device that is available in Onondaga with a perfective verb:

(23) a. kanghayéthwih  The corn has been planted.
b. kahsatonih The hole has been made.

What we find in sentences like these are inherently action-process verb roots
(‘plant’, ‘make’) occurring with no agent but with only a patient (‘corn’, ‘hole’).
The analogous kind of sentence in English is a passive one without an agent.
We can say for Onondaga that once an action-process verb has been inflectionally
specified as perfective, it may lose its action specification before an agent noun is
added by rule (S2), and thus not require the adding of such a noun:

(S17) action -»> ¢ / V
process
descriptive
perfective

This rule obviously applies after (S16), since perfective would not be present
otherwise, but it must apply before (S2), in order to prevent the addition of an
agent to sentences like those of (23). It is a rule very much like (85), which allows
an action-process verb to lose its process specification after a lexical unit has been
added, but before a patient is added by (S2). Rule (S17) suggests that a verb
must be completely specified, in terms even of its inflectional units, before any
nouns are added to it by (S2). There is one other peculiarity of the sentences in
(23) : the fact that the patient in them is postsemantically reflected as an agent,
as indicated by the neuter agent prefix ka. In 3.2 we saw that the agent of a de-
seriptive verb become postsemantically a patient in many instances. Here we see
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that under some circumstances the reverse process takes place: the patient of a
descriptive verb becomes postsemantically an agent. The relevant transforma-
tions will be discussed in 6.2.

3.5. Purposive. Besides the three inflectional units—deseriptive, iterative, and
punctual—that were illustrated in the three sentences of (19), there is a fourth
unit which, by virtue of the fact that it is mutually exclusive with these three,
deserves to be mentioned here. It stands apart from the others, however, in not
entering into combinations with certain other inflectional units that will be de-
scribed below. A sentence which illustrates this unit is the following:

(24) ?ethe?t4dhne? She intends to pound.

The meaning is one of intention or purpose, and I shall label this inflectional unit
‘purposive’. Apparently it occurs only with a verb that is selectionally specified
as an action. Such a verb requires an agent, and purpesive indicates that the
agent has the intention of engaging in the action. We can now replace rule (S14’)
with a more complete rule that includes the possibility that an action verb may be
inflected in this additional way. We can also take into account the fact that a
state verb cannot be inflected as anything but descriptive, so far as the four possi-
bilities allowed by this rule are concerned. A revised rule (S14) can now be written
as follows:

[iterative

Ipunctual}/ state

purposive/action

descriptive
(S14) v

That is, any verb, regardless of its selectional units, may be made descriptive. A
verb which is not selectionally a state verb may be made either iterative or pune-
tual. A verb which is selectionally an action verb may be made purposive. So far,
then, taking (S16) into account also, we have the following six inflectional possi-
bilities:
descriptive descriptive iterative iterative punctual purposive
perfective contemporaneous

The availability of these inflections is limited by the selectional nature of the
verb in ways that have been described.

3.6. Past, future, and imperative. There are three other inflectional units,
naturally labeled ‘past’, ‘future’, and ‘imperative’, which can in general be added
to any one of the above combinations except the last one; past can be added to
that also. Let us look first at some sentences which contain ‘past’:

(25) a. kothe?tfhna? She was pounding, had pounded.
b. Pethe?thdhkwa? She used to pound, was pounding.
c. warethérta? She pounded.

(=9

. ?Pethe?tahné-na?  She intended to pound.

The translations of (25a,b) are intended to suggest that each of these sentences is
ambiguous: (25a) is descriptive, and may or may not be perfective; (25b) is itera-
tive, and may or may not be contemporaneous with some contextually established
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point of time in the past. At least for some verb roots, these ambiguities do appear
to exist. Sentence (25¢) is inflected as punctual and past. It should be noted that
the phonetic output is not different from that of (19¢), where the inflection was
punctual but -past: wa?ethé?ta? means either ‘She is (just now) pounding’ or ‘She
pounded’. Punctual sentences like (25¢) and (19¢) do occur in both past and -past
contexts, and are given both kinds of translations by informants. It might be
concluded that no tense distinction is present in them, that they are simply punc-
tual and nothing else. Informants’ reactions, however, suggest that such sen-
tences are indeed ambiguous, and we shall find, furthermore, that ‘punctual past’
and ‘punctual -past’ are actually distinguished in the surface structures of some
sentences. (These are sentences which contain the ‘dislocative’ inflection to be
discussed in 3.8.) Turning to the possibility of a ‘future’ inflection, we find it
illustrated in the following sentences:

(26) a. ?eyakothe?tik She will be pounding, will have pounded.
b. Peyethe?thdk She will pound, will be pounding.
c. Peyethérta? She will pound.

These sentences are descriptive, iterative, and punctual in that order. It may be
noted that sentences (26a,b) both exhibit a surface suffix symbolized k. In pre-
vious descriptions of Northern Iroquoian languages this k was assigned to a ‘con-
tinuative morpheme’, and there was an implication that this morpheme ‘had a
meaning’ involving continuation of a state or event. It might, then, be valid to
posit a semantic unit ‘continuative’ which is automatically present whenever a
descriptive or iterative verb is future (or, as we shall see, imperative). I shall not
do so here, however, because it seems to me that descriptive and iterative involve
continuation in any case, and because I have the distinct impression that (26a,b)
are semantically nothing more than the future counterparts of (19a,b), just as
(25a,b) are their past counterparts. Finally, we can look at corresponding sen-
tences which contain the imperative inflection:

(27) a. sathe?tik Be pounding!
b. sethe?thdk Pound (be a pounder)!
c. sethé?tah Pound!

It is not necessary that an imperative verb have a second person agent:
(28) Pethé?tah Let her pound!

although, like a purposive verb, it probably must have an agent of some kind.
That is, unlike past and future, imperative will perhaps occur only in a verb that
is selectionally an action. English translations of sentences like (27a,b) are awk-
ward. In both cases a translation like ‘Keep up the pounding!’ is possible, but
(27b) also exhorts the hearer to be one who pounds habitually. We need now a
rule which will introduce past, future, or imperative as optional inflectional units
of a verb, imperative being possible only for an action verb which is neither per-
fective nor contemporaneous, and both future and imperative being possible only
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for a verb that is not purposive:

[ past
future
(S18) v o> i action / -purposivef
imperative,| -perfective
[ -contemporaneous )

At this point we have the following twenty possible semantic inflections for a
verb:

descriptive  descriptive iterative iterative punctual purposive
perfective contemporaneous
descriptive  descriptive iterative iterative punctual purposive
past perfective past contemporaneous past past
past past
descriptive  descriptive  iterative iterative punctual
future perfective future contemporaneous future
future future
descriptive iterative punctual
imperative imperative imperative

3.7. Indefinite and peremptory. There are two special semantic inflections that
are available only to a verb which is already inflected as future. One of them may
be illustrated with the following sentences:

(29) a. Payethertik She should be pounding, have pounded.
b. ?Payethe?thdk She should pound, be pounding.
c. Payethérta? She should pound.

Again these sentences are descriptive, iterative and punctual respectively. All are
future in addition. But beyond that, all are inflected with a semantic unit which
I shall label ‘indefinite’.® Its meaning is that the event is not certain to take place
(or the state to exist), but that in the normal course of things it can be expected
to. Perhaps some idea of obligation is included. Rule (S19) is all that is needed to
add this possibility to the list of inflections just given:

(819) future -»> indefinite

That is, future can be further specified as indefinite. The other inflection that can
be added to a future verb can be illustrated in the ambiguity of sentences like the
following:

(30) ?¢hsethérta? You will pound.
The same ambiguity is present in the English sentence. The speaker may simply
be stating a fact, or he may be commanding the hearer to do something. The

latter kind of sentence constitutes a kind of strong imperative; the hearer is not
given as much room to refuse the request as he has in the case of a normal im-

8 Again following Lounsbury, ibid.
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perative. We might label this unit ‘peremptory’:
(S20) future -»> peremptory/action

I am assuming that only an action verb can be peremptory, just as only an action
verb can be imperative.

3.8. Dislocative. We have by no means exhausted the inflectional possibilities
available to a verb in Onondaga. The sentences of (31) illustrate another:

31) a. kothe?tahn¢h She has gone somewhere to pound.
b. ?Pethe’tdhne’s She goes somewhere to pound.
c. warethe?tdhne? She is going somewhere to pound.
d. waPethe?tdhna?  She went somewhere to pound.
e. ?gyethe?tdhna? She will go somewhere to pound.
etc.

All such sentences include the meaning that the action in question—and only an
action verb seems possible here—takes place after the agent goes somewhere,
away from the place where the sentence is uttered or from some other reference
point. I shall label this semantic unit ‘dislocative’. It can be introduced through
the following rule:

(S21) V -»> dislocative/action

So far as I have been able to tell, all the other inflectional possibilities described
earlier can co-occur with dislocative. This unit is especially interesting because of
the light it throws on the validity of the distinction between ‘punctual -past’ and
‘punctual past’ alluded to in 3.6. Sentences (31c) and (31d) differ in just this
respect, (31lc) being simply punctual, and (31d) being punctual and past. The
semantic facts seem clear in this case, and for some reason with the dislocative
inflection punctual is symbolized as a? in the presence of either past or future, but
as e? in their absence.

3.9. Facilitative and eventuative. Two other inflectional units that may be
found in a verb can be labeled ‘facilitative’ and ‘eventuative’. The following
sentences illustrate the occurrence of facilitative, whose meaning is that an event
takes place easily and often:

(32) a. Pona’naweckdéh It melts easily.
b. ?ohnyackéh It barks all the time at everything.
c. hotekhonyackoh  He eats all the time.

It can be introduced by a rule like the following:
(S22) V -»> facilitative/X

where the environment X includes -descriptive, -iterative, -past, ete. That is,
facilitative seems to be mutually exclusive with all other inflectional units. X
must probably also include -state, since a state verb seems unable to be inflected
as facilitative. Eventuative seems to be an additional specification which can be
added to the inflectional combination of punctual and past:

punctual

(S23) V -»> eventuativ e/[past
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It apparently means that something took place ‘in the course of events’:
(33) hoyethwds?ih  In the course of events he planted.

It is rarely used by itself, but, as we shall see in 3.10., it is common in negative
sentences which are at the same time both punctual and past.

3.10. Negative. The view of semantic structure being followed here holds that
a verb is the nucleus of a sentence, any nouns or other such elements being periph-
eral to it. From this point of view, the meaning of an inflectional unit within a
verb has as its domain the entire sentence, not just the verb itself, for in a sense
the verb s the sentence. Thus, if the verb is inflected as past or imperative the
entire sentence is past or imperative, and similarly for the other inflectional units
which have been discussed. This is in contrast to the inflectional units of a noun
(‘plural’, for example), whose semantic domain does not extend beyond the
noun itself. What I am leading up to is the suggestion that semantic elements
such as might be called ‘negative’ or ‘interrogative’, whose domain is quite ob-
viously the entire sentence in many instances, are also (in those instances) best
regarded as inflectional units within the verb. Suppose, then, that we consider
that a verb may also be inflected as ‘negative’. We find in Onondaga sentences
like these:

(34) a. y4 te?ethé?tha? She doesn’t pound, isn’t pounding.
b. y4 te?ethe?thdhkwa? She didn’t use to pound, wasn’t pounding.
c. y4 terethe?tdhne? She doesn’t intend to pound.
d. y4 terakothé?tih She didn’t pound.
e. y4 thayethé?tah She won’t pound, shouldn’t pound.
ete.

In general we can say that a verb in Onondaga, so long as it is not imperative or,
apparently, descriptive, may be specified as negative:

(S24) V —5s negative/[:lmperatlve:'

descriptive

As (34d) and (34e) may suggest, the surface structures of some semantic combina-
tions containing negative are unexpected: (34d) is punctual and past, although it
shows a surface structure normally associated with descriptive and -past. (34e) is
ambiguous. It is punctual and future, and may or may not be indefinite in addi-
tion. Its surface structure shows an unusual prefix representing negative, the
indefinite prefix representing either future or future-indefinite, and the imperative
suffix representing punctual. Past punctual negative sentences quite often contain
the unit eventuative (3.9), with a meaning that might be translated ‘this time’:

(35) a. y4 te?hoyethwds?ih ~ He didn’t plant this time.
b. y4 tePostaetyds?ih It didn’t rain this time.

That negative and imperative do not co-occur might suggest that it is impossible
to communicate a prohibition in Onondaga, but such is not the case. Rather a
prohibition contains, quite reasonably, the semantic unit peremptory discussed
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in 3.7. We find, then, sentences like these:

(36) . Pahkwi ¢hsethé?tah Don’t pound!

a
b. ?ahkwi eyethé?tah Don’t let her pound!
c. ?ahkwi eskefstah Don’t move it!

Such sentences may also contain indefinite, as reflected in the prefix ¢ in the
second word of:

37) Pahkwi ayethé?tah  Don’t let her pound!

3.11. Confirmative. Brief mention may be made of just one type of question
sentence that exists in Onondaga. I believe that there are two distincet kinds of
questions in English that may be illustrated with the sentences ‘Is she pounding?’
and ‘She’s pounding?’. The former might be called a ‘disjunctive’ question. It
requests that the hearer specify which of two alternativesaccords with his knowl-
edge of the facts: ‘She’s pounding’ or ‘She isn’t pounding’. The latter might be
called a ‘confirmative’ question. It asks for confirmation of tentative knowledge
which the speaker already has.® It seems to me that Onondaga may not have dis-
junctive questions at all, but only confirmative ones:

(38) a. Pethe?th4d? kheh  She’s pounding?
b. Postaety$ kheh It’s raining?

One informant suggested that (38b) means something like ‘It’s raining, huh?’.
While such a sentence might sometimes be translated roughly ‘Is it raining?’, it
would appear that its meaning is really the confirmative one. Let us say that
there is a semantic unit ‘confirmative’ which may be added as an inflectional unit
within a verb; apparently within any verb that is not imperative:

(S25) V ——> confirmative/-imperative

The presence of this unit is then reflected in a surface particle symbolized khe.

4. SEMANTIC SPECIFICATION OF A NOUN

4.1. Chapters 2 and 3 discussed the semantic specification of an Onondaga
verb. It is now possible for us to turn our attention to some of the semantic units
which are found within a noun. Again we shall be able to distinguish three major
types: ‘selectional’ units, a particular combination of which limits the choice of a
‘Jexical’ unit (which in this case will be called a ‘noun root’), and ‘inflectional’
units. which are independent of the choice of a noun root.

4.2. Animate, human, and related units. It is probably universally true that
languages distinguish semantically between nouns which are ‘animate’ and those
which are not, that animate nouns may be further specified as ‘human’, and that
at least human nouns, and perhaps all animate ones, may be specified as ‘mascu-
line’ or ‘feminine’. The following sentences illustrate a few of the ways in which

91 discuss this matter in Ch. 19 of Meaning and the Structure of Language.
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these distinctions are reflected postsemantically in Onondaga:

(39) ?onghsakd yoh The house is old.
cih4 okstérah The dog is old.

. Harry hokstérah Harry is old.

. Alice kokstérah Alice is old.

pae o

Each of these sentences consists of a state verb and a patient noun. In (39b,c,d)
the noun is animate, but in (39a) it is not. Apparently the language has two differ-
ent verb roots, both of them translated ‘old’. One, symbolized akayg, requires a
patient which is not animate; the other symbolized kst¢?a, requires a patient
which is. (The distinction is reminiscent of the English one between ‘new’ and
‘young’, but it is the opposite meanings which are distinguished in the surface
structure of Onondaga.) Another obvious difference between the surface struc-
tures of (39a) and (39b,c,d) is the fact that in the first sentence the patient noun
has been postsemantically ‘incorporated’ into the verb, whereas no such incor-
poration has taken place in (39b,c¢,d). This postsemantic difference is in part
triggered by the difference in animateness of the nouns. Among the animate
nouns, those of (39¢,d) are specified as ‘human’, leaving (39a,b) as not so speci-
fied. The prefixes attached to the surface structure verbs of these sentences show
that the -human vs. human distinction is also reflected postsemantically in
Onondaga. Where the noun is -human the prefix is o (from underlying yo). Where
the noun is human the prefix is 40 or ko (from underlying yako). Finally, this very
difference between ho and yako in (39¢,d) is a surface reflection of the semantic
distinction between ‘masculine’ and ‘feminine’. The situation is not quite so
simple, however. In the first place, it is possible for a -human but animate noun
to be specified as masculine, although it is not clear that such a noun can be
specified as feminine:

(40) cihg hoksté?ah The (male) dog is old.
At least the following rules, therefore, seem called for to begin with:

(S26) N --> animate
(S27) animate -»> human

($28) animate

:I -->> masculine
-human

That is to say, a noun may optionally be specified as animate. If it is so specified,
it may optionally be further specified as human. If it is animate but not human, it
may optionally be further specified as masculine. Before we go further, we must
consider the additional data provided by sentences like these:

(41) a. kokstérah People are old, one is old.
b. ?ote-nétha? People sing, one sings.

Without a clarifying context both of these sentences are odd; (41a) would be a
true statement only if everyone were old, and (41b) seems a pointless thing to say.
Nevertheless, these sentences illustrate that a noun, once specified as human,
need not necessarily be further specified as masculine or feminine, but may be left
as human only. Such is evidently the case in (41), where the nouns are animate
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and human, but nothing else. We need also, at this point, to take sentences like
the following into account:

(42) a. Pakekstérah I’m old.
b. saksté?ah You’re old.
c. kate'nétha? I sing.
d. sate'nétha? You sing.
e. tyate'nétha?  You and I sing.

These sentences show, as we might expect, that a human noun can also be speci-
fied as ‘first’ or ‘second’ person, and also as ‘inclusive’ person. To allow for the
possibility of nonsingular inflections, as will be described below, the meanings of
these three semantic units can be stated as follows. ‘First’ means that the noun
involves a group of one or more people which includes at least the speaker, but
which excludes the hearer. ‘Second’ means that the noun involves a group of one
or more people which includes at least the hearer, but which excludes the speaker.
‘Inclusive’ means that the noun involves a group of two or more people which
includes at least the speaker and the hearer. (On similar grounds we should define
‘masculine’ as involving a group of one or more people which includes at least one
male, since a mixed group of several people is regarded as masculine.) If we now
take into account all the possibilities we have seen as available to a human noun,
we can state them in the following rule:

masculine]

feminine

(S29) human --> {first f
second
inclusive |

Since the rule is optional, we are left with the possibility of a noun that is no more
than human, as illustrated in the sentences of (41). It might be argued, on general
grounds, that first and second person should not be mutually exclusive with
masculine and feminine, since a speaker or hearer will always be one or the other
in actual fact, and since this distinetion may be of obvious linguistic relevance in
some instances of pronominalization, as when I begin a sentence with ‘I’ and the
next person refers to the same individual by saying ‘he’. If this argument is valid,
it must apply only to first and second person singular, since the sex of other
parties who are added in the dual or plural (and in the necessarily nonsingular
inclusive) seems always to be irrelevant. In this work, in any case, I shall follow
the pattern set forth in (S29).

4.3. Unique. One last rule is necessary before we go on to discuss the introduec-
tion of lexical units:

-human
(S30) N -»> unique/{ masculine
feminine |

The reason for introducing a selectional unit ‘unique’ is to account for noun roots
with unique reference, like ‘Harry’ or ‘Alice’—noun roots which refer to only a
single object or individual—and especially (below) to account for the nonoccur-
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rence of the ‘dual and ‘plural’ inflections with such noun roots. It can be seen from
(830) that unique does not occur in human nouns unless they are specified as
masculine or feminine. That is, it does not occur in the kind of nouns that were
illustrated in (41) and (42). If we now consider all the specifications of a noun
which are generated by rules (S26) through (S30), we find the following fourteen
possibilities:

(a) (b) (e)

N N N
animate animate

masculine

(d) (e) )

N N N

animate animate animate

human human human
masculine feminine

(8 (h) @

N N N

animate animate animate

human human human

first second inclusive

() (k) )]

N N N

unique unique unique
animate animate

masculine

(m) (n)

N N

unique unique

animate animate

human human

masculine feminine

4.4. Noun roots. Undoubtedly there are many other selectional units which are
relevant to Onondaga nouns. Here we shall have to content ourselves with these
and go on to consider the introduction of lexical units, or noun roots. A noun root
may be added to any of the above configurations except (g), (h), and (i); to any of
the others except (d) a noun root must be added. We can describe the available
possibilities with rules like the following, most of which are obligatory:

(S31) -animate —> house, knife, town, ...

That is, a noun which is not specified as animate (configuration (a) above) may
be specified in terms of a lexical unit like ‘house’, ‘knife’, or ‘town’. I am not
allowing at the moment for the possibility that such a noun may also be unique
(configuration (j) above), but we shall discuss the lexical specification of unique
nouns in 4.6. The noun which would under certain circumstances appear in the
surface structure as a word symbolized kanghsa? ‘house’ will be posited as having
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a semantic structure that can be diagramed as follows:

N
house

(As before, I shall follow the practice of indicating lexical units in diagrams by
italicizing them.) Turning now to nouns which are selectionally specified as
animate, we can begin with those which are not further specified as human (con-
figurations (b) and (c) above). Under these conditions a lexical rule like the
following is called for:

animate

(832) -human

:I —> domestic animal, wild animal, snake, turtle, ...

Representing the first two of these noun roots in isolation we find as isolated
words kandskwa? ‘domestic animal’ and ka'yé? ‘wild animal’. The latter includes
birds and beasts, but not reptiles, which must therefore be listed separately in
(S32). Noun roots like ‘domestic animal’ and ‘wild animal’ fall into a special
category: while they sometimes serve as lexical units, they may also function in
the manner of selectional units for other, more specific lexical units:

(S33) domestic animal --»> dog, horse, ...
(S34) wild animal -»> deer, bear, bird, ...

Noun roots with these ambivalent selectional-lexical characteristics I shall refer
to as ‘classificatory’. The noun root ‘bird’ introduced in (S34) is actually itself a
classificatory root. For while we find the word ka'yé?ah ‘bird’, we also find more
specific noun roots for which ‘bird’ acts as a selectional unit:

(S35) bird -»> hawk, robin, ...

Thus there is sometimes a hierarchy of lexical units, all but the most specific of
which is a classificatory unit. This phenomenon is evidently the basis of what have
been called ‘folk taxonomies’. The semantic structure of ciska?kd? ‘robin’ can be
diagramed in this way:

N

animate

wild animal

bird

robin
It may be recalled that (S28) allows an animate but -human noun to be further
specified as masculine. Whether this possibility is open to all such nouns is not
entirely clear, but certainly ciha ‘dog’, for example, may have either of the follow-
ing semantic structures:

N N

animate animate

domestic animal masculine

dog domestic animal
dog

If we turn now to human nouns, we find at least two nouns which may be either
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human and nothing more, or additionally masculine or feminine. These are the
noun roots ‘person’ and ‘child’, which can be introduced by the following rules:

first
(S36) human ——> {Eﬁgfgn}/[-second }

-inclusive
That is, a human noun may be lexically specified as ‘person’ or ‘child’ provided it
is not specified as first, second, or inclusive. It may or may not be specified as
masculine or feminine (configurations (d,e,f) above). Thus we find the following
semantic structures and phonetic outputs:
N ?$-kweh
animate

human
person

‘person’

N hé-kweh ‘man’
animate

human

masculine

person

N ?aké-kweh
animate

human

feminine

person

Similarly with ‘child’ we find:

‘woman’

kaks4?ah ‘child’
haksd?ah ‘boy’
Peksdrah ‘girl’

There are other noun roots which must be masculine:

(837) masculine —> chief, brave, ...

so that the semantic structure of hahsenowd-neh ‘chief’, for example, is:

N

animate

human

masculine

chief
Outside of kinship terms, which I am omitting from consideration here, it is
difficult to find noun roots which must similarly be feminine. Perhaps at least
koti-hg-ta® ‘clan mother’ is one:

(S38)

{Such a rule is obligatory only if no other noun root has already been introduced

into the noun at this point.)
4.5. Unique noun roots. In the last paragraph we ignored the possibility that a

feminine —> clan mother, ...
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noun may also be specified as unique (configurations (j) through (n)). The noun
roots introduced so far have involved classes of many members: the class of
houses, the class of hawks, etc. Some noun roots, however, refer to only one in-
dividual, and it was for this reason that the selectional unit unique was introduced
in rule (S30). In addition to the lexical rules given in 4.4, we can sketch other
rules in which the nouns are specified as unique. Such nouns may or may not
include as classificatory noun roots some of those already introduced in 4.4.
Unique noun roots which are -animate include place names, at least. The names of
towns or cities have a classificatory specification ‘town’:

unique

(539) town

] —> New York, Albany, ...

and we have words like kand-no? ‘New York’ and skahnehtd:-tih ‘Albany’ whose
semantic structure can be diagramed in the following way:

N

unique
town

New York

Unique noun roots which are animate but -human include proper names given to
animals. They may be exemplified with the names of dogs, which include ‘dog’ as
a classificatory noun root:

unique

dog :I —> Spot, Big Eater, ...

(S40)
That is, Onondaga has names for dogs like ? ehkwa® ‘Spot’ and cyotéche? ‘Big
Eater’. A noun which contains one of these names can be diagramed as follows:

N

unique

animate
(masculine)
domestic animal
dog

Spot

We also, of course, find names for human beings, and rules like these can serve to
introduce them:

(S41) rn[::cltﬁiue] —> Ax Carrier, Harry, ...
(S42) ;’lel:;?:fne] —> Flowers in Water, Alice, ...

The exotic English names are given as rough indices to the man’s name
skwehsghwa? and the woman’s name ?awgho?. As noted above, however, Onon-
daga names like these are little used at present, having given way to English
names like Harry and Alice, which are incorporated into Onondaga sentences.
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The semantie structure of a personal name can be diagramed in this way:
N

unique
animate
human
masculine
Harry

Even noun roots like ‘chief’, it may be added, can serve a classificatory function
in the development of unique noun roots:

(S43) [Eﬁfgfue] —> He Looks Both Ways, ...

or the name tehatkdhtgs. Names which belong on the right of (843) make up the
list of traditional chief names (the Onondaga have fourteen of them). The seman-
tic structure of such a noun can be diagramed:

N

unique

animate

human

masculine

chief

He Looks Both Ways

4.6. Dual and Plural. We have seen how some of the selectional units are intro-
duced into Onondaga nouns, and how some lexical units may be introduced in
terms of these selectional units. We need now to look at some of the inflectional
units which are available to a noun. Let us consider first the specification of
‘number’. It will be sufficient to look at a few sentences like the following in order
to establish that a noun in Onondaga may optionally be either ‘dual’ or ‘plural’,
where plural means ‘three or more’:

(43) a. cih4 kahny4-ha? The dog is barking.

b. cih4 knihny4-ha? The dogs (dual) are barking.
c¢. cihd kotihny4-ha? The dogs (plural) are barking.

(As is often the case with the semantic units of a noun, dual and plural in these
sentences have been postsemantically transferred from the noun to the verb.)
The rule which introduces these two inflectional units can be stated as follows:

-unique
S44) N - {dual 1, ;iogi;
( - plural g
second
inclusive)

(obligatory if the noun is inclusive)

That is to say, a noun may optionally be specified as dual or plural provided (1)
it is not specified as unique and (2) it contains either some lexical specification
(for which root is a cover symbol) or the unit first, second, or inclusive. A noun
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which is specified as inclusive must be made dual or plural, a requirement which
follows from the description of the meaning of inclusive given in 4.2. The require-
ment that a noun root be present if the noun is not first, second, or inclusive rules
out the possibility of inflecting as dual or plural a noun that is specified as human
only, as in the sentences of (41).

4.7. Demonstrative. Another possibility for the inflection of an Onondaga

noun can be illustrated with the following sentences:

(44) . neke onohsakéd-yoh This house is old.

. thoke onghsakd-yoh That house is old.
neke cihd oksté?ah This dog is old.

. thoke cihd oksté?ah  That dog is old.

oo o

Evidently a noun can be inflected as what might be called ‘demonstrative’, and
further as either ‘proximal’ or ‘distal’. Such specification is not possible for a
noun that is unique, it would seem, and it is possible only for one that has a
lexical specification. We can state the necessary rules in the following way:

(S45) N -»> demonstrative/ [-umque:l
r00t
. proximal
(S46) demonstrative — > { distal }

The environments which restrict the occurrence of demonstrative can be seen to
be similar to those which restrict dual and plural in rule (844), but they are some-
what more limited since they exclude first, second, and inclusive. It may be noted
in the sample sentences of (44) that demonstrative is not absorbed into the sur-
face structure verb, but appears postsemantically as a separate word. It is, of
course, possible for a noun to be both plural (or dual) and demonstrative, as is
true of the patient noun in:

(45) neke cih4 otiksté?ah These dogs are old.

whose semantic structure can be diagramed as follows:

N

animate
domestic animal
dog

plural
demonstrative
proximal

4.8. Emphatic. Still another kind of inflection of a noun is illustrated in the
following sentences:

(46) a. ?{? aky6?te? I am working.
b. haohwd? Harry hoy6?te? Harry is working.
c. haohwéd? hoyé°te? He is working.

The noun in these sentences is inflected as ‘emphatic’, in order to communicate
that the new information supplied by the sentence is concentrated in this noun.
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The rule which introduces this semantic option can be stated as follows:
(847) N --»> emphatic

1t yields semantic structures like the following for the nouns in (46a, b):

(46a) (46b)

N N

animate unique

human animate

first human

emphatic masculine
Harry
emphatic

In (46c), asin the English translation, postsemantic pronominalization has taken
place, removing whatever lexical unit was present in the semantic noun, but
leaving behind the masculine specification. We can also note that it is possible
for emphatic itself to receive further specification:

(47) a. rakohwa’sh¢? akyérte? Even I am working.
b. haghwa?sh¢? Harry hoy6rte? Even Harry is working.
c. haghwa?sh¢? hoyérte? Even he is working.
d. Pakohward akyérte? Only I am working.
e. haghwa?4d Harry hoyé°te? Only Harry is working.
f. haghwa?4 hoy6?te? Only he is working.

In (47a, b, ¢) it may be enough for present purposes to say that emphatic is
further specified as ‘even’. The meaning is quite well reflected in the English
translation. Similarly, in (47d, e, f) we can say that emphatic is further specified
as ‘only’. Thus:

even|

(S48) emphatic -- > {onlyf

and the structure of the noun in (47a) can be diagramed in this way:

N
animate
human
first
emphatic
even

4.9. Impersonal reference to women. One additional and fairly common se-
mantic device in Onondaga appears in the following sentence:

(48) Alice oksté?ah Alice is old.

This sentence contrasts minimally with (39d) above (Alice koksté?ah), which was
given the same translation. It can be seen that its surface structure verb contains
the prefix o (from underlying yo) which otherwise reflects a -human noun, as in
(39a, b). A sentence like (48) has been characterized by informants as a somewhat
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rough, unpleasant, distant, cold, or impersonal way of talking about Alice. I
shall say that a noun which has been specified as feminine may optionally go on
to be inflected as ‘impersonal’, with the postsemantic result that the noun ap-
pears in the surface structure as if it were -human. The rule which allows for this
semantic possibility can be stated in this way:

(S49) N -»> impersonal/feminine

4.10. Reflexive sentences. One special kind of restriction on the occurrence of
the semantic units of a noun must be mentioned, one which is undoubtedly at-
tributable to a phenomenon of universal semantics. I shall do no more than
allude to it discursively here. It involves the impossibility of semantic structures

like the following:
pat agt

\" N N
animate animate
human human
second second

plural

that is, of sentences which might be translated ‘You injured you’, ‘You injured
yourself’, ‘You injured yourselves’, or the like, in which the number of the agent
and the patient nouns are different; for example, where one ‘you’ is singular but
the other is dual or plural. The restriction against such semantic structures is not
confined to second person nouns, or even to semantic patients and agents. What
seems to be involved is a requirement that two nouns associated with a particular
verb must have referents which are either totally different or totally the same.
The referents of two such nouns cannot be partially—but only partially—identi-
cal. Such partial identity is present in the case of one noun which is specified as
second singular and another which is specified as second plural. It is also present
in English sentences like ‘He injured them’, where the referent of ‘he’ is included
in the referent of ‘them’. Such sentences are also ruled out semantically in both
English and Onondaga. Here I will say no more than that there is in Onondaga
this general prohibition against partially identical reference. Completely identi-
cal reference, of course, is common, and leads to sentences in English like ‘You
injured yourself’ or ‘You injured yourselves’, in which ‘you’ is either singular or
plural throughout the sentence. Similar sentences occur in Onondaga, and, as in
in English, are subject to special postsemantic treatment (6.3). For some reason,
English seems to violate the prohibition mentioned above in the case of first
person, to the extent that we are able to say things like ‘I injured us’. Speakers
of Onondaga seem unable to construct analogous sentences in their language.
The following sentences illustrate the reflexive situation in Onondaga:

49) a. warhataté yo? He killed himself.
b. walhyataté-yo? They (dual) killed themselves.
c¢. warhotaté-yo? They (plural) killed themselves.
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4.11. Reciprocal sentences. When the agent and patient have identical refer-
ence and when in addition they are either dual or plural, the verb may be in-
flected as ‘reciprocal’, with the meaning that each pairing of agent with patient is
not a pairing of identical individuals but of different ones:

(50) a. warthyataté-yo?  They (dual) killed each other.
b. wa?rthotaté-yo? They (plural) killed each other.

A surface unit, symbolized ¢ in these sentences, reflects the semantic presence of
reciprocal, and distinguishes the phonetic outputs of (50) from those of (49). A
semantic rule such as the following is called for:

(S50) V -»> reciprocal/X

That is, a verb may be inflected as reciprocal in environment X, this environment
being the one described informally at the beginning of this paragraph.

5. TRANSFORMATIONS STEMMING FROM THE SEMANTIC COMPOSITION
OF A VERB

6.1. Deletion of selectional units. So far we have given our attention to how
the semantic structures of some simple Onondaga sentences may be formed.
These sentences have been cited in terms of their phonetic realizations, and at
times the latter have been quite indirectly related to the underlying semantic
structures. These phonetic outputs are, of course, much more directly related to
the sentences’ surface structures, derived from the semantic structures by post-
semantic processes of the type generally known as ‘transformations’. Let us turn
now to a consideration of those Onondaga transformations which are relevant to
the semantic structures so far described, and let us begin in this chapter by con-
sidering what happens to the various semantic units contained within a verb, as
described in chapters 2 and 3. It will be convenient to organize our discussion
around the postsemantic reflexes of the three different kinds of units that have
been discussed: selectional units and lexical units as discussed in Chapter 2, and
inflectional units as discussed in Chapter 3. There will be the most to say con-
cerning the inflectional units. In fact, so far as the selectional units are con-
cerned (state, process, action, benefactive, and experiential were the ones de-
scribed) there is only one thing that needs mentioning. Such units have purely
semantic relevance, and their postsemantic consequences are nil. We can, then,
formulate our first transformation as follows:

(T1) V -V
X root
root

The symbol X stands for whatever semantic units may be positioned between the
verb and the verb root. According to the diagraming conventions which I have
followed, such units are selectional (inflectional units have been diagramed below
the verb root). The effect of (T1), then, is to delete all selectional units post-
semantically from a verb.



36 A SEMANTICALLY BASED SKETCH OF ONONDAGA

5.2. The verb root. The verb root itself is little affected by postsemantic proe-
esses, retaining its identity into the surface structure. There are times, however,
when the verb root has an internal structure—sometimes semantically, sometimes
only postsemantically. An internal structure is present semantically in the case
of derived verb roots; perhaps through the use of inchoative or causative as men-
tioned in 2.6, or of dative as mentioned in 2.7. These derivational units do show
up in surface structure, but in general all that need be said about them is that they
occur in a certain linear position within the surface verb. Later in this chapter we
shall give some consideration to the linear ordering of surface elements. There
arealso, however, a great many verb roots (and noun roots also) which are simple
units semantically, but are reflected in surface structure as complex arrange-
ments. These are the verb roots which are idioms, which must be expanded into
arbitrary postsemantic structures by means of ‘literalization rules’, a particular
kind of transformation.’® For example, there is a verb root ‘sing’ which is found
in sentences like the following:

(51) Harry hote'né-ta? Harry is singing.

While this verb root is semantically a single unit, post-semantically it is ex-
panded into the following combination of units:

; T)at
\% N

stand upright 4+ semireflezive song
which, if it were semantic rather than postsemantic only, would mean something
like ‘stand the voice upright for oneself’. In (51) the postsemantic verb root
‘stand upright’ is symbolized ot and the incorporated noun root ‘song’ is sym-
bolized ¢'n (from underlying r¢n). The postsemantic unit ‘semireflexive’ be-
haves as a derivational unit prefixed to ‘stand upright’; it is symbolized at, with
the a here absorbed by the prefix ho. The verb root in question is one that is used
in connection with ritual singing, as in the Longhouse. There is another verb root
‘sing’ which is used in connection with hymn singing in protestant churches:

(52) Harry tehoihwdhkweh ~ Harry is singing.

This verb root is an idiom also. A simple semantic unit, it is transformed by post-
semantic literalization into an arrangement like the following:

pat

A N
lift matter
duplicative

Here there is a postsemantic verb root ‘lift’, symbolized hkw, an incorporated
noun root ‘matter (‘thing’, ‘affair’, ete.), symbolized thw (from underlying rihw),

10See W. L. Chafe, Idiomaticity as an Anomaly in the Chomskyan Paradigm, Founda-
tions of Language 4.109-127 (1968), as well as Meaning and the Structure of Language.
11 Cf. Lounsbury, ibid., 72.
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and a postsemantic inflectional unit which I shall call ‘duplicative’.’? It is sym-
bolized te in this sentence. There are a great many verb roots, and noun roots as
well, which are subject to literalization processes. Each has its own literalization,
and a full account of idioms can only be given in a dictionary.

6.3. Inflectional units. We can now turn to the question of what happens to
semantic inflectional units as postsemantic processes are applied to them. Let us
for the moment disregard the units indefinite, peremptory, dislocative, facilita-
tive, eventuative, negative, and confirmative discussed at the end of Chapter 3,
and concentrate on the surface structures derived from the twenty inflectional
combinations listed at the end of 3.6. I repeat them here for convenience, and add
alphabetic labels so that they can be easily referred to in what follows:

(a) (b) (c) (G (e) ¢9)
descriptive descriptive iterative iterative punctual  purposive
perfective contemporaneous
(8) (h) @ @) (k) ®
descriptive descriptive iterative iterative punctual purposive
past perfective  past contemporaneous past past
past past
(m) (n) (0) () (@)
descriptive descriptive iterative iterative punctual
future perfective  future contemporaneous future
future future
@) (s) (t)
desecriptive iterative punctual
imperative imperative imperative

These combinations form the starting point for several transformations which
either add units to them or delete units from them. In the first place, as the am-
biguity of sentences like the following suggests:

(53) a. kothértih She is pounding, has pounded.
b. ?ethé?tha? She pounds, is pounding.

the inflectional units perfective and contemporaneous have no more than
semantic relevance, and can be deleted immediately:

erfective

(T2) {Eontemporaneous} - ¢

So far as surface structure is concerned, (53a, b) are descriptive and iterative
respectively, and nothing more. Rule (T2) has the effect of removing the col-
umns (b, h, n) and (d, j, p) as separate entities in the list above, merging each
with the column to its left. We noted in 3.6 that a verb which is punctual but
neither past, future, nor imperative is usually indistinguishable in its surface
structure from a verb that is punctual and past:

(54) warethé?ta?  She is pounding, pounded.

Furthermore, it may be noted that past is usually represented as a surface suffix

12 As in my Seneca Morphology and Dictionary; Lounsbury calls it dualic.
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(see (25a, b, d)), but that when it occurs together with punctual it is not. The
surface prefix symbolized wa? does not consistently reflect the semantic presence
of past, as (54) illustrates. Apparently, then, we must say that past is postse-
mantically deleted, but only in the environment of punctual:

(T3) past — ¢/punctual

What, then, can be said of the prefix symbolized wa?? It depends on the semantic
presence of punctual, but is in complementary distribution with future and im-
perative. It seems best to regard this surface unit as a postsemantic specification
added to punctual when future and imperative are absent. It can be labeled
‘aorist’,’® but it must be regarded as strictly a postsemantic unit:

-future :I

(T4) punctual — > aorist/ -imperative

The result of this rule and (T3) is to make (e) and (k) identical, both having this
postsemantic structure:

punctual
aorist

Finally, we need to account for the suffix symbolized k, with accent on the imme-
diately preceding vowel, that is found in future and imperative sentences like
the following:

(55) a. ?eyakothe?tfk  She will be pounding.
b. Peyethe?’thdk  She will pound.
c. sathertik Be pounding!
d. sethe?thdk Pound (be a pounder)!

I mentioned in 3.6 that this suffix has, in other studies, been called the ‘continua-
tive’, and that I was here treating it as a postsemantic unit only. There is no
reason why we cannot retain the label ‘continuative’ for it. We need now to ac-
count for its postsemantic introduction. It occurs in the surface representation of
a verb that is either descriptive or iterative, and can therefore be regarded as an
additional specification of either of these two inflections, but one that is found
only in the presence of future or imperative:

descriptiv

e . . future
. h — > continuative/:
iterative

imperative

(T5) {

This rule has the effect of adding continuative to combinations (m, o, r, s) in the
list above, (n, p) having already merged with (m, o). As a result of transforma-
tions (T2) through (T5), the twenty inflectional combinations listed at the be-

13 As it was in Lounsbury, ibid.
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ginning of this paragraph have now been converted into the following:

(a, b) (c, d) ®

descriptive  iterative (e, k) purposive
punctual

(g, h) a, i aorist ®
descriptive  iterative purposive
past past past

(m, n) (o, p) (@)
descriptive  iterative punctual
continuative continuative future
future future

(r) (s) t)
descriptive  iterative punctual
continuative continuative imperative
imperative  imperative

5.4. Preliminary linearization. At a late point in the sequence of transforma-
tions these units and others are assigned a linear order with relation to the verb
root, so that the final surface structure verb consists of a linear arrangement. As
we shall see in what follows, especially in Chapter 6, there are a number of other
units which enter into a surface verb. We can, however, consider at this point
the linearization of the units so far mentioned, with the understanding that a
variety of other units will have to be added before we are through. The kind of
linearization in question can be stated in a rule like the following:

A%

(T6") vV_, T | l 1 | T |
+ o - O O 5] O O3 QO - QO (Y
X Rz S B> 2 BESH uwsx >
EZ £ BE E B85® &8 B
S E 283 ®@ A8 OO I ®
et cw w g hE & R
< 2 o8 s & 5] 2

o R~ o
2 © [ a = g
R g g B

=}

(3]

That is to say, whatever units (X) happen to be included within a verb at this
point, they are arranged in the order indicated. Thus, given an arrangement
like (o, p) in the above list, a transformation like the following takes place:

A% A%

root | | | n
iterative future root iterative continuative
continuative

future

-

The example just given could not, however, constitute a complete surface strue-
ture verb, since there are essential units missing from it.

5.5. Symbolization. Once linearization has been accomplished, it is possible to
enter the area of phonology by means of symbolization rules. So far as the above
units are concerned, we find symbolizations like the following:

— wa’?
- €

aorist
future
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inchoative — ?
causative — ht

dative — ¢
descriptive — i
iterative — ha?
punctual — a?
purposive  — hne?
past — hkwa?

continuative — 'k
imperative — (? — ¢)

Iroquoian languages are not nearly this simple, however, and the symbolizations
given above are merely typical samples from among the numerous variants
which are found. Aorist is usually symbolized wa?, but it appears as we? before a
second person element which either refers to a patient noun or is dual or plural.
(It still appears as wa? before a second person singular agent element.)

(56) a. wersaya?takénha? It helped you.
b. wePswathérta? You (plural) pounded.
c. warsethé?ta? You (singular) pounded.

Inchoative, causative, and dative have a variety of symbolizations, conditioned
by whatever precedes them in the surface structure.’* Descriptive, iterative, and
punctual likewise have a variety of symbolizations, which also are conditioned
by the preceding item in the surface structure. The symbolizations given above
are those which appear after the verb root ‘pound’. After the verb root ‘write’,
symbolized hyatg, as another example, we find descriptive ¢, iterative k, and
punctual '?:

(57) a. hohyd-toh He is writing, has written.
b. hahyéd-tok He writes, is writing.
c¢. warhahyat¢?  He is writing, wrote.

but there are numerous other possibilities.!® Iterative ha? has a final ? only in
word-final position. Before past or continuative, for example, it appears as ha.
Punctual always has a symbolization ending in ?, except when its symbolization
is ¢, as it is after some verb roots. Purposive has several different symbolizations
also, hne? being the one which occurs after ‘pound’. All of them end in ¢?. How-
ever, we shall see in the discussion of dislocative below that purposive is best
regarded as having a composite surface structure reflection, so that what has
been said about it so far will have to be revised. Past is symbolized as hkwa? or
na?, the h of hkwa? often disappearing as the result of phonological processes.
Continuative is regularly symbolized as k with accent on the immediately pre-
ceding vowel. Imperative is consistently symbolized in the same way as punc-
tual, except that when punctual has a final 2 this ? is missing. That is what the
parenthetical notation is meant to suggest.

14 Cf. Lounsbury, ibid., 78-81, and Chafe, Seneca Morphology and Dictionary, 23-25.

15 Cf. Lounsbury, ibid., 85-87, and Chafe, ibid., 12, 15. The Northern Iroquoian languages
differ considerably, however, in their symbolizations of these units. It is worth noting that
when Seneca has a long vowel in or preceding one of these symbolizations, Onondaga usually
has ashort accented vowel.



A SEMANTICALLY BASED SKETCH OF ONONDAGA 41

5.6. Indefinite and peremptory. Let us now return to the transformations
which are triggered by the several additional inflections of the verb mentioned
in 3.7 and later paragraphs of Chapter 3. It was mentioned in 3.7 that a verb in-
flected as future may in addition be specified as indefinite or peremptory. The
postsemantic development of each of these units can be easily described. Sen-
tence (58a) is future only, while (58b) is future and indefinite:

(58) a. Peyethé?ta?  She will pound.
b. Payethé?ta?  She should pound.

Future by itself is represented by a surface prefix which is symbolized ¢, as noted
above. In the presence of indefinite, however, future itself is not represented in
the surface structure at all, while indefinite is represented by a prefix most often
symbolized a. We can say, then, that future is deleted in the environment of
indefinite, leaving only the latter:

(T7) future — ¢/indefinite

As for peremptory, it may optionally be present in a sentence having a surface
structure like that of (59):

(59) ?¢hsethé?ta? You will pound.

The Onondaga sentence is either a statement of fact or, with the semantic unit
peremptory, a command. Peremptory has no postsemantic effect, so that an
unconditional deletion can be stated:

(T8) peremptory — ¢

5.7. Dislocative. The surface representations of the inflectional unit disloca-
tive, mentioned in 3.8, is straightforward in itself: dislocative is represented in
the surface structure as a suffix, positioned to precede directly the suffixes repre-
senting descriptive, iterative, punctual, and purposive. This suffix receives vari-
ous symbolizations, depending on the unit which precedes it; in the following
sentences it appears as hn, h, and ks (from underlying hsr):

(60) a. kothe?tahng¢h She has gone to pound.
b. hawehsakh¢h He has gone to look for it.
c. hoyortehséh He has gone to work.

(In all three sentences the underlying symbolization of descriptive is ¢. In (60c)
the sequence hsrg has become hs¢-.) There are, however, several postsemantic
complications which involve this dislocative unit. The unit purposive has so far
been assumed to be directly represented as a single unit in the surface structure,
a suffix symbolized hne? or in various other ways. But as a matter of fact the
symbolization of purposive always consists of ¢? preceded by whatever would be
the symbolization of dislocative in the environment concerned. Thus, purposive
is reflected as hne?, he?, and hse'? (from underlying hsre?) in the following:

(61) a. rethe?’tdhne? She intends to pound.

b. hehsdkhe? He intends to look for it.
c. hoyortéhse'? He intends to work.
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It is natural, then, to say that such sentences contain in their surface structures
both dislocative, symbolized in a variety of ways, and purposive, symbolized e?.
The following transformation adds dislocative as a postsemantic specification of
purposive:

(T9) purposive — > dislocative

In the list of postsemantic combinations given at the end of 5.3, the effect of
(T9) is to change (f) and (1) to the following:

® ®

purposive purposive
dislocative dislocative
past

The other postsemantic complication associated with the unit dislocative arises
from the fact that for a punctual verb a surface structure distinction is made be-
tween past and -past in the environment of dislocative, and only in that environ-
ment. To repeat the examples given in (31):

(62) a. warethe?tdhne? She is going somewhere to pound.
b. waPethe?tdhna? She went somewhere to pound.

The symbolization a? at the end of (62b) is one that might be expected for the
punctual suffix. The corresponding e? in (62b) is unusual. This e? is ordinarily the
symbolization of purposive, as just noted, and it seems correct to say that in
(62a) punctual has been replaced postsemantically by purposive. This process
takes place in the environment of dislocative when the verb is neither past,
future, nor imperative:

dislocative
-past
-future
-imperative

(T10) punctual — purposive/

There is, however, an order of application which is necessary between rule (T10)
and the earlier cited rules (T3) and (T4). Since (T3) deletes the unit past which is
relevant to (T10), and which is the only feature that distinguishes (62b) from
(62a) semantically, (T3) cannot be applied until after (T10). On the other hand,
since (T10) replaces punctual with purposive, (T4) must be applied before it,
additionally specifying punctual as aorist. The order, then, must be (T4-T10-
T3). The effects which these rules have on the semantic inflections of (62a) and
(62b) are the following:

(62a) punctual  (T4) punctual (T10) purposive
dislocative — aorist —  aorist
dislocative dislocative
(62b) punctual  (T4) punctual (T31) punctual
past —  aorist —  aorist
dislocative past dislocative

dislocative
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6.8. Facilitative and eventuative. The two semantic units labeled facilitative
and eventuative in 3.9 appear there to be represented by surface structure suf-
fixes symbolized ck¢ and s?7 respectively. However, both ¢ and ¢ are common
symbolizations of descriptive, and words containing facilitative or eventuative
indicate in another way that the unit descriptive is present in them postse-
mantically, although not semantically: as is usual in the presence of descriptive,
a semantic agent becomes a postsemantic patient. Thus, in the following sen-
tences we find a masculine patient prefix symbolized ho reflecting the semantic
agent:

(63) a. hotekhgnyackéh He eats all the time.
b. hoyethwds?ih In the course of events he planted.

We can say, then, that both facilitative and eventuative are further specified
postsemantically as deseriptive:

(T11)

facilitative
eventuative

} — > descriptive

Facilitative and eventuative then go on to be linearized so that they precede
descriptive directly (perhaps sharing this positional slot with dislocative), and to
be symbolized as ck and s? respectively, while descriptive receives the symboli-
zations mentioned at the beginning of this paragraph.

5.9. Negative. As was suggested by some of the examples in 3.10, the surface
representation of sentences containing negative is not always what one would
expect; some negative sentences undergo transformations which modify them in
seemingly quite arbitrary ways. To begin with the most typical surface represen-
tations of negative sentences, all such sentences regularly contain a negative par-
ticle. Except in a verb which also contains peremptory—that is, in a prohibition—
this particle is a postsemantic unit which I shall simply label ‘negative particle’.
It is symbolized ya, and seems historically to be an abbreviated form of hiya,
the word for ‘no’. Occasionally in fact, the unabbreviated word is used; both
(64a) and (64b) are heard:

(64) a. y4 te?ethé?tha? ,
b. hiyé te?ethé?tha? She doesn’t pound.

Sentence (65) illustrates that the negative particle does not always precede the
surface verb directly:

(65) y4 khe te?ethé?tha? She isn’t pounding?

If other particles are present, as in this case the confirmative particle symbolized
khe, it precedes them. In prohibitions we find a different particle, which I shall
label ‘prohibitive particle’. It is symbolized ahkw::

(66) ?ahkwi ¢hsethe?tah Don’t pound!

Each of these two particles can be introduced postsemantically as an additional
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specification of the semantic unit negative:

negative particle } {-peremptory}
e

(T12) negative —> {prohibitive particl peremptory

Later, in the linearization process, these particles can be separated from the verb
as independent words. The semantic unit negative itself becomes a surface prefix,
symbolized fe?. Let us now look at the following sentences, each of which is
semantically punctual, although it would not appear so from their surface struc-
tures:

(67) a. rahkwi ehsethé?tah Don’t pound!
b. y4 thayethé?tah She won’t pound.
c. y4 thayethé?tah She shouldn’t pound.
d. yé4 te?akothé?tih She didn’t pound.

In the first three of these sentences, punctual is represented by a surface suffix
symbolized a, not a?, although the usual symbolization for punctual after ‘pound’
is a?. This a appears to be the symbolization of imperative. The first three sen-
tences also contain the semantic unit future. We can, therefore, formulate a
transformation like the following:

(T13) punctual — imperative/ future ]

negative

That is, in a verb that is both future and negative, the semantic unit punctual is
postsemantically represented as imperative. More oddly, in sentence (67d) punc-
tual appears in the surface structure as descriptive, symbolized ¢ after ‘pound’.
Rule (T14) can thus be applied after (T'13) to transform all remaining instances
of punctual into descriptive:

(T14) punctual — descriptive/negative

Sentences (67b, ¢) show that the surface structures of negative sentences do not
distinguish between indefinite future and -indefinite future; both appear as if
the sentence were indefinite. We need, then, a transformation which converts fu-
ture into indefinite in a negative verb:

(T15) future — indefinite/negative

(In order to prevent duplication of indefinite in the surface structures of sen-
tences which already contain indefinite, (T15) can be ordered to follow (T7)
above.) Finally, sentences (67b, ¢) show negative itself represented by an unusual
surface unit. The surface unit negative is symbolized t?, but here we have some-
thing which is symbolized ¢h. This is the regular symbolization of a surface unit
to which the name ‘contrastive’ has been given.!* We can, therefore, say that
semantic negative becomes postsemantic contrastive in the environment of
indefinite:

(T16) negative — contrastive/indefinite

16 In Lounsbury, ibid.
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These rules, (T12) through (T16) account for the various surface peculiarities of

negative sentences as they have been illustrated in this paragraph and in 3.10.
5.10. Confirmative. The confirmative questions mentioned in 3.11 require

little discussion so far as their postsemantic development is concerned. As this

example suggests:

(68) Pethe?thd? kheh  She’s pounding?

confirmative is represented in the surface structure by a unit which can be
labeled ‘confirmative particle’, and which is symbolized kh¢. In order to make it
clear that confirmative is treated as an independent word in the surface structure,
we might formulate a rule like the following:

(T17) confirmative — confirmative particle

In the linearization process confirmative particle can be separated out from the
surface verb.

6.11. Another look at linearization. Before we leave this chapter we might
take note that the linear ordering of units in the surface structure verb, first pro-
visionally described by means of (T6’), has since been affected by the introduc-
tion of certain other units into the surface structure. A revised (T6'") can now be
stated, in anticipation of still other revisions that will lead to a final (T6) in
Chapter 6. In the same rule we can take account of the fact that the several
particles mentioned above are separated out from the surface verb to appear as
separate words:

(T6”) V _, l
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As just one example from the host of possibilities, given an arrangement like that
on the left below, we find it linearized as shown on the right:

v — .

root A%

imperative T T T |
indefinite negative contrastive indefinite r00f imperative
contrastive particle

negative particle
The final result, with a feminine agent added and with the verb root specified as
‘pound’, can be seen in sentences (67b, c).

6. TRANSFORMATIONS STEMMING FROM THE SEMANTIC COMPOSITION
oF A NouN

6.1. Pronominalization. We can now turn our attention to those transforma-
tions which depend on the semantic composition of a noun, as well as on the
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relation which a noun bears to the verb with which it is associated. Many of
these processes affect the surface composition of the verb, and some result in the
complete loss of the noun itself. I shall mention only in passing the process of
pronominalization, by which the lexical unit within a noun (the noun root) is
deleted. Within a discourse it is usually the case that several nouns, either within
the same sentence or within different sentences, have identical referents. When
this is the case, the noun roots of all but one of such nouns—or sometimes of all
of them—are typically deleted. The general principle is that the noun root of a
noun can be deleted if the speaker assumes that the hearer knows, from either the
linguistic or the nonlinguistic context, what that noun root would be if it were not
deleted. It is difficult to formalize this extremely common kind of noun root dele-
tion adequately. Doubtless universal principles are involved, and I am sure that
what is learned about pronominalization in other languages will help to throw
light on the same process in Onondaga. Here we can simply take note that sen-
tences like (69a, b) can be reduced in the ways suggested by (69¢, d):

(69) a. ?onghsakéd-yoh The house is old.
b. Alice ethé?tha? Alice is pounding.
c. rokd-yoh 1t is old.
d. ?ethé?tha? She is pounding.

6.2. Establishment of postsemantic agents and patients. There are several
processes which change the semantic relation between a noun and its verb into a
different relation. We have already seen that the two relations other than agent
and patient which have been mentioned, the relations of beneficiary and experi-
encer, appear in surface structure as if they were patient and agent respectively
(2.7). For example, in the following sentences ‘dog’ is semantically the patient in
(70a), but the beneficiary in (70b):

(70) a. cihd oksté?ah The dog is old.
b. cihd onghsd-ye¢? The dog has a house.

and yet in both sentences ‘dog’ is treated in the surface structure as a patient, as
indicated by the prefix symbolized yo (> 0) in the surface verb. In the sentences
of (71) ‘dog’ is semantically the agent in (71a), but the experiencer in (71b):

(71) a. cihd kahnyé-ha? The dog is barking.
b. cihd kakéha? ne? takés The dog sees the cat.

Nevertheless, in both sentences ‘dog’ is treated in the surface structure as an
agent, as indicated by the prefix ka. The following transformations, therefore,
are in order:

(T18) beneficiary — patient
(T19) experiencer — agent

But these are not the only transformations which change the relations of nouns
to the verb. A transformation of at least equal importance is the one that con-
verts the semantic agent of a descriptive verb into a postsemantic patient, as
mentioned in 3.2. Thus, in (72a) the semantic agent Alice is still an agent in the
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surface structure, as indicated by the prefix ye (> e); but in (72b) Alice, still
semantically an agent, is treated in the surface structure as a patient, as indi-
cated by the prefix yako (> ko):

(72) a. Alice ethé?tha? Alice pounds, is pounding.
b. Alice kothé?tih Alice is pounding, has pounded.

This postsemantic shift of agent to patient takes place with a descriptive verb
except under one condition: where the verb already has a patient noun, and where
that noun is at the same time human. Thus, both sentences of (73) have a
semantic first person agent:

(73) a. rakya’takénheh I’'m helping (it).
b. heya?takénheh I’'m helping him.

(73a) has either a -human patient or no patient at all. The surface prefix symbol-
ized wak (> ak) is the first person patient prefix, showing that the agent has be-
come a postsemantic patient as expected. (73b), on the other hand, has a mascu-
line, and therefore human patient. In this case the semantic agent remains a
surface agent, reflected in the prefix symbolized he, which represents a combi-
nation of first person agent and masculine (singular) patient. (The symbolization
of such combinations is quite arbitrary in many instances.) The rule in question
might be stated as follows:

(T20) agent — patient/V
descriptive
-(human patient)

That is, an agent noun becomes a patient noun in the environment of a verb that
is descriptive, and that does not already, at the time the rule applies, have a
human patient (it may have either a -human patient or no patient at all). This
rule must follow (T19), since a postsemantic agent derived from a semantic
experiencer also becomes a patient with a descriptive verb:

(74) ?4hkeh I see, have seen it.

Here the prefix symbolized wak (> ah) reflects a first person patient, derived
from a first person agent by (T20), the latter already derived from a semantic
first person experiencer by (T19). (T20) must also be applied after rules (T11)
and (T14), discussed in Chapter 5. Another postsemantic process which seems
almost to be the mirror image of that just described is the one which was men-
tioned in 3.4, whereby the semantic patient of a descriptive verb becomes a
surface agent. Thus, for example, the semantic patient in (75) is treated as a
surface agent, as indicated by the agent prefix symbolized ka:

(75) ?oneh4? kathé?tih The corn has been pounded.

This process appears to be restricted to the environment of a descriptive verb
that is further specified as perfective. Such a verb, in addition, cannot already
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have another agent. The rule, then, might be stated in this way:

(T21) patient — agent/V
perfective
-agent

6.3. The surface structures of reflexive and reciprocal sentences. In 4.10 it was
mentioned that Onondaga, like English, accords special postsemantic treatment
to sentences in which the referents of the agent and patient nouns are identical.
We can now look more specifically at what that treatment is, as illustrated in
sentences like the following:

(76) a. wa’hataté yo? He killed himself.
b. wa?hatathéna? He cut himself.
c¢. warhyatathéna? They (dual) cut themselves.
d. warhotathé-na? They (plural) cut themselves.

The surface structures of these sentences contain a ‘reflexive’ unit, symbolized
atat (in (76d) the first a is fused with the symbolization of the preceding item).
In the postsemantic development of a reflexive sentence this unit is added to the
verb, at the same time that the patient noun itself is wholly deleted. Thus, in
the surface structure of (76¢) the prefix symbolized hy indicates that the verb
has associated with it a dual agent, but there is nothing which indicates directly
that it has a dual patient. The presence of the unit reflexive, however, shows
that the patient has a referent identical to that of the agent. The introduction
of reflexive and the simultaneous deletion of the patient noun can be accomplished

with a rule like the following:
pat agt agt

(T22) v N Ny —»V N
reflexive

where identical reference is indicated by the subsecripts. It is a curious fact of
the Northern Iroquoian languages that this same introduction of reflexive and
deletion of the patient noun takes place when both agent and patient are feminine
singular, even if their referents are not identical. Thus we find pairs of sentences
like the following, with identical surface structures:

77) a. wargtaté-yo? She killed herself.
b. wargtaté-yo? She killed her.

In (77a) agent and patient refer to the same person, and (T22) has applied as
expected. In (77b) the referents are different, but the same process has applied
nevertheless. If we were to state a separate rule for this special case, it could

take the following form:
| pat agt agt

(T23) A" N, N -»V N,
feminine feminine  reflexive feminine
-dual -dual

-plural -plural
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The broken arrow indicates that this rule is optional, for if it does not apply
there is another way in which the structure shown on the left will be reflected in
the surface structure (cf. the discussion of rule (T46) below). As for reciprocal
sentences, we saw in 4.11 that the unit reciprocal can be added semantically to
the verb of a sentence whose agent and patient have identical referents, where,
in addition, the referents in question are either dual or plural. In the surface
structure of a reciprocal sentence:

(78) a. wa?thyataté'yo?  They (dual) killed each other.
b. wa?rthotathéna? They (plural) cut each other.

we find the unit reflexive, but also another unit which, here, is symbolized ¢.
This is the surface unit which I call ‘duplicative’. It reflects a variety of semantic
phenomena, but the presence of the semantic unit reciprocal is one of them. In
order to account for the surface structure of (78) we need only add the following
rule to (T22):

(T24) reciprocal — duplicative

6.4. The preceding paragraph gave us some preliminary evidence of something
that will become more striking as we proceed: it is especially characteristic of
postsemantic processes in Onondaga that they add units to the verb while very
often subtracting them from elsewhere in the sentence. We saw how the unit
reflexive is introduced into the verb while a patient noun is simultaneously
deleted. By this and other processes the structure of the verb is gradually aug-
mented, while that of associated nouns is eroded. By the time surface structure
is reached it is often the case that the only word left in a sentence is the verb.
Such complete erosion of nouns does not always take place, however, and fre-
quently enough is left of a noun that it becomes symbolized as a separate word.

6.5. Incorporation. One important process serving to augment the verb is the
copying into it of the lexical unit of a noun—that is, of a noun root. This is the
process which is usually called ‘incorporation’. As a general illustration we can
look at what happens postsemantically to the following two semantic structures:

pat

(79) a. V N
state house
old
descriptive
pat agt
b. V N N
action corn unique
process animate
plant human
iterative masculine

Harry
The eventual phonetic outputs are the following:

a. ?onghsakd-yoh The house is old.
b. Harry hane¢hayéthwas Harry plants corn.
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These sentences suggest, and further evidence would confirm, that it is the noun
root within a patient noun which is introduced postsemantically into the verb.
Thus in (79a) the patient noun root ‘house’, symbolized nghs, appears within the
surface structure verb. In (79b) it is the patient noun root ‘corn’, symbolized
neh, which is found in the surface verb. In general, then, a transformation is
required which will copy the noun root of a patient noun into the verb with
which it is associated. In many instances, including those illustrated in (79), the
entire patient noun is subsequently deleted. This deletion does not always take
place, however, and it will be discussed later as a separate process. Several other
observations are relevant to the way in which incorporation must be described.
Sentences of the following type present an interesting problem:

(80) a. ?okay( ne? kanghsa? The house is old.
b. Harry hayethwés ne? onéha? Harry plants corn.

There is no difference between these sentences and the two sentences of (79),
except that incorporation has not taken place. Onondaga speakers are willing to
admit such sentences as possible in their language, and with some combinations
of verb root and patient noun root they even seem to prefer them. For the most
part, however, they are apt to characterize sentences like these as the kind that
might be used by children or by people who do not speak the language particu-
larly well—individuals, it would seem, who have not learned to use the incorpo-
ration rule with complete facility. In other words, one has the impression that
incorporation can be suspended without doing serious violence to the language,
although an experienced speaker prefers to apply it in most instances. We might,
then, regard incorporation as marginally optional, with usually a strong pref-
erence in its favor. By and large it is only -animate noun roots which are in-
corporated. Thus, as we noted earlier, the patient noun root ‘house’, which is
-animate, is incorporated, while the patient noun ‘dog’, being animate, is not:

(81) a. ronghsakd'yoh The house is old.
b. cihd oksté?ah The dog is old.

Most unique noun roots are animate, and thus would not be incorporated in any
case. With the -animate names of cities a classificatory noun root ‘town’ is
present within the noun (4.7), and it is this noun root which is incorporated:

(82) kanoné? kanatowd-neh New York is a big city.

The incorporated ‘town’ is symbolized nat within the second word. Perhaps we
can say that when a hierarchy of noun roots is present within the patient noun,
it is the most inclusive noun root, such as ‘town’ in this example, which is in-
corporated. There are a few seemingly animate noun roots which are subject to
incorporation. The behavior of ‘person’, ‘child’, ‘domestic animal’, ‘baby’, and
‘family’ may be noted:

(R3) a. hekwertahsé? The person is young, young man.

b. haksartahsé? The child is young, young boy.
c. wa”hanaskwahning? He bought a domestic animal.
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d. rakwi-é-ye? I have a baby.
e. ?akathwacienih I have raised a family.

Perhaps such noun roots, if they are not in fact semantically -animate, are sub-
ject to postsemantic loss of their animateness before the incorporation process is
applied. It is actually hard to establish that these nouns are semantically ani-
mate, and the occurrence of ‘person’ with the particular verb ‘old’ which takes
a -animate patient suggests otherwise:

(84) ?okwe?takd-yoh ~ The person is old, old person.

Turning to verb roots, we find that there are certain ones which resist having a
noun root incorporated with them. For example, ‘like’ accepts ‘knife’ for incor-
poration in (85a), but ‘want’ does not in (85b):

(85) a. kaPsha'nfhwe?s I like the knife.
b. kehé? 4°sha-? I want the knife.

There appears to be no semantic basis for this refusal to accept incorporation,
and apparently it must be stated as a peculiarity of certain verb roots. Taking
these various factors into account, we can describe the copying of a noun root
into a verb with the following rule:

pat pat
N

(T25) \% N - 2
verb -animate  verb noun
noun noun (noun)
(noun)

Another noun root is shown in parentheses below the noun root which is in-
corporated to indicate that it is the classificatory noun root, when there is one,
which is incorporated in sentences like (82). Within the verb the incorporated
noun root is diagramed directly below the verb root as a way of identifying it
there; that is, in these diagramsit will be understood that the first italicized unit
within the verb is a verb root, while the second, if there is one, is a noun root.
Subsequently a linearization rule will have to order the noun root to precede the
verb root. Certain verb roots will have to be marked as inhibiting the operation
of (T25), and perhaps certain animate noun roots will have to be designated as
subject to it. As we noted, the rule is optional but there is a strong preference
for applying it in most instances.

6.6. Reversal of agent-patient relations with certain verb roots. In 6.2 several
processes were described whose effect was to establish, for some nouns, agent or
patient relations different from the relations exhibited by those nouns semanti-
cally. There are still other transformations which affect postsemantic agent and
patient relations, but which are in the nature of special processes that apply in
the presence of certain verb roots only, and not in any general way. They must
apply after (T20) and (T21), stated in 6.2, for otherwise their effects would
sometimes be reversed in an unwarranted way. But at least the first of them to
be mentioned must apply after the incorporation rule (T25) also, for that rule
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treats as patients (that is, incorporates the noun roots of) some nouns which are
later transformed into agents. In each of the following sentences the noun
containing ‘house’ is semantically a patient:

(86) a. ronghsakd'yoh The house is old.
b. kanghsahsé? The house is new.
c. kanohsowdneh The house is big.

In (86a) this semantic patient is reflected in the surface structure as a patient,
with the prefix yo (> o). In (86b, ¢), however, the same patient is reflected in
the surface structure as an agent, with the prefix ka. All that can be said is that
certain state verb roots like ‘new’ and ‘big’ cause their patients to appear as
surface agents:

(T26) patient — agent/new, big, . . .

The list of such verb roots constitutes a significant proportion of all state verb
roots. There is at least one action verb which has precisely the opposite effect:
whose semantic agent is transformed into a postsemantic patient:

87) Harry hwa?hé-ti? Harry threw it.

Semantically ‘Harry’ is the agent in this sentence, but it is reflected in the surface
structure as a patient, as indicated by the prefix symbolized 4o (the second syl-
lable of the second word). Apparently, then, we need also a rule like the following:

(T27) agent — patient/throw, . . .

Perhaps there may be one or two other verb roots which have the same effect.

6.7. Nonlexical units. Not only are the noun roots of many patient nouns post-
semantically incorporated, but some of the selectional and inflectional units of
nouns are likewise copied into the verb. It is not only patient nouns for which
this is true, as it was in the case of incorporation, but agent nouns as well.
(According to the description which has been given, only agent and patient
nouns are present at this postsemantic stage. We are not necessarily dealing now
with semantic agents and patients, but with those that have been created
through the operation of rules (T18) through (T21), (T26), and (T27). As pre-
liminary examples of the kind of processes that will be discussed, we may note
what happens postsemantically to the following two semantic structures:

| a‘gt
(88) a. V N
action animate
bark domestic animal
iterative dog
contemporaneous
]
pat
b. V N
state animate
old domestic animal

descriptive dog
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The phonetic outputs are:

a. cihd kahny4-ha? The dog is barking.
b. cib4 oksté?ah The dog is old.

The prefix symbolized ka in the surface structure verb of (88a) reflects a -human
agent. The prefix symbolized yo (> o) in (88b) reflects a -human patient. The
surface structure noun (the first word in each sentence) does not reflect at all
the -human agent or -human patient character of the semantic noun. Suppose,
furthermore, that we inflected the nouns in (88) as plural. The phonetic outputs
would then be:

(89) a. cih4 kotihny4d-ha?  The dogs are barking.
b. cih4 otiksté?ah The dogs are old.

In the second work of each sentence it can be seen that the second syllable, i,
reflects the fact that the associated noun is semantically plural. Again in these
cases the plurality is not reflected at all in the surface noun, but only in the
surface verb.

6.8. Simplification of selectional units in the noun. Before we consider how
the actual copying of units from a patient or agent noun into the verb takes
place, we can look at several processes by which the selectional units within a
noun are simplified. Some units merge, creating a single surface unit where se-
mantically there were several, and others are simply deleted. As a consequence
the units which finally appear in the surface structure, predominantly but not
exclusively in the form of prefixes attached to the surface verb, are not nearly
as diverse as those which were first present in the nouns of the semantic struc-
ture. We can begin by noting that the selectional unit unique plays no role outside
of semantic structure. A rule like the following can therefore be stated:

(T28) unique — ¢

The language certainly contains other selectional units within a noun beyond
those introduced in Chapter 4. All such units, which would be present in a more
complete description of the semantic structure, would join unique on the left side
of (T28) and be deleted at this point. We are now left with the selectional units
animate, human, masculine, feminine, first, second, and inclusive, arranged'in
the following combinations (cf. 4.5): o

(a) (b) (c)

N N N
animate animate

masculine

(d) (e) ()

N N N

animate animate animate

human human human

masculine feminine
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® (b @

N N N
animate animate animate
human human human
first second inclusive

((a) shows the absence of animate.) In a surface verb each of these combinations
is reflected in a prefix, which varies also according to whether the combination
originated in an agent or a patient noun. There are surface units which represent
directly the semantic units masculine, feminine, first, second, and inclusive,
although the surface unit feminine also represents certain semantic configurations
which do not include the semantic unit feminine. It is convenient to retain the
labels masculine, feminine, first, second, and inclusive for surface as well as
semantic units. On the other hand, there are no surface units which represent
the semantic units animate and human directly. The postsemantic representation
of these units is more complex, and requires the recognition of another surface
unit to which it seems convenient to give the label ‘neuter’. To begin with
configuration (a), that in which the noun is -animate, we find it in sentences
like these:

(90) a. kanohsowéd'neh The house is big.
b. P?onghsakd-yoh The house is old.

We can say that ka symbolizes the neuter agent prefix, while yo (> o) symbolizes
the neuter patient prefix. (It must be kept in mind that the agent status of the
noun in (90a) is postsemantic only, in accordance with (T26). In both sentences
of (90) the noun is semantically a patient.) We need to state, therefore, that a
noun which is semantically -animate acquires postsemantically the unit neuter:

(T29) N — > neuter/-animate

But this is not the only source of the surface unit neuter, for we find the same
prefixes in the following:

91) a. cib4 kahnyé-ha? The dog is barking.
b. cihd oksté?ah The dog is old.

(Here the nouns are distinguished even semantically as agent and patient re-
spectively.) In both sentences of (1) the noun is animate but -human (as well as
-masculine). Such a noun is represented in surface structure as neuter also. We
shall find, however, that this is the case only if the noun is not dual or plural,
so that the second rule which introduces neuter can be written in this way:

(T30) animate — neuter/N
-human
-masculine
-dual
-plural
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In the following sentences the noun is plural:

92) a. cihd kotihnyd-ha? The dogs are barking.
b. cih4 otiksté?ah The dogs are old.

Here the prefixes are not neuter, but feminine, as the following sentences with a
feminine noun illustrate:

93) a. kongkwé kotithé?tha? The women are pounding.
b. konokwé otiksté?ah The women are old.

In both (92) and (93) we find the feminine plural agent prefix, symbolized kotz,
and the feminine plural patient prefix, symbolized yot: (> ofz). A noun, there-
fore, which is animate and -human (as well as -masculine) and either dual or
plural is postsemantically represented as feminine:

(T31) animate — feminine/N
-human
-masculine

[dual }

\plural

In all other circumstances—that is, in a noun which is either human or masculine
(or both)—animate has no surface representation and can be deleted by the fol-
lowing rule, ordered to apply after (T30) and (T31):

(T32) animate — ¢

As the following sentences suggest, a noun which is human but nothing else
(combination (d) above) is represented in surface structure in the same way as
a noun that is feminine:

(94) a. rethértha? One pounds.
b. Alice ethé?tha? Alice pounds.

The feminine agent prefix in these sentences is symbolized ye (> ¢). We can say
that the semantic unit human is represented by the postsemantic unit feminine,
provided the noun is not also specified as masculine, feminine, first, second, or
inclusive:

(T33) human — feminine/N
-masculine
-feminine
-first
-second
-inclusive

Otherwise, human has no surface representation:
(T34) human — ¢

(The neuter prefixes attached to kaksd?ah ‘child’ and ?g-kweh ‘person’—in the
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latter y (> ¢ initially) is the variant of ka before g—suggest that (T33) applies
only when the human noun does not contain a noun root. Then (T34) would
leave only animate in such a noun, to become neuter by (T30).) The effect of
rules (T29) through (T34) is to transform the nine different semantic combina-
tions listed earlier in this paragraph into the following six:

(a,b,d) (c,e) (b, d, )
N N N
neuter masculine feminine
() (h) 0]
N N N
first second inclusive

Combination (b) is represented as neuter or feminine depending on whether the
noun is not, or is, dual or plural. Combination (d) is neuter with ‘child’ or
‘person’, otherwise feminine. There is actually one other semantic source of the
surface unit neuter:

95) Alice oksté?ah Alice is old.

Here the noun is specified not only as feminine but also as impersonal (4.9). The
semantic unit impersonal is reflected in the surface use of neuter in place of
feminine, although only when the noun is singular. The following rule can
therefore be written:

(T35) feminine 7 ter/N
impersonal
-dual
-plural

If the impersonal noun is dual or plural, then it is not represented in the surface
structure any differently from a noun that is feminine only, so that impersonal
can be considered deleted in that environment. (T36) is sufficient, if it is applied
after (T35):

(T36) impersonal — ¢

There are also two instances of simplification that take place in a patient noun
but not in an agent. In the first place, no surface distinction is made between
first and inclusive within a patient noun. The following surface structure:

(96) ?okwaksté?ah ~ We are old.

is ambiguous as to whether the noun is first plural or inclusive plural. It is easiest
to regard this simplification as a merging of inclusive with first:

patient
(T37) inclusive — first/N

In the second place, we find that dual merges with plural in a patient noun. This
is not true for every patient noun, however, but only for those that are masculine
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or feminine (subsequent to the transformations already given). Thus we find
ambiguities like these:

97) a. hotiksté?ah  They (masculine dual or plural) are old.
b. ?otiksté?ah  They (feminine dual or plural) are old.

We can, therefore, state another simplification rule as follows:

patient
(T38) dual — plural/N

masculine
feminine
6.9. Copying of nonlexical noun units into the verb. We can now turn to the
question of how the nonlexical units of the noun, modified from the semantic

units by the processes described in the last paragraph, are copied into the verb.
The following rule can be stated:

neuter {agent 1
;nas.cu-line dual patient
agent eminine
(T39) Ainds {pitient} first {plural}/N

second ¢ [neuter )

inclusive | |masculine[
feminine
first
second
inclusive |
dual
plural
¢

This rule says only that the verb is further specified with a configuration like the
following:

\%
agent masculine dual

if it has an agent noun which is specified at this stage as masculine and dual,
and so on for all the other possible combinations. If a verb has both an agent
and a patient associated with it, it takes on the specifications of both. Thus, it
might now contain something like:

Vv
agent first
patient feminine plural

6.10. Simplification within the verb. Certain processes affecting the surface
representations of dual, plural, and neuter can apply only after the operation of
(T39). That is, they are processes which depend on the content of the verb after
nonlexical units from one or more associated nouns have been copied into it. For
one thing, a descriptive verb which contains an incorporated noun root by (T27)
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and which contains plural by (T39) may optionally see the unit descriptive re-
placed by a different unit which I shall label ‘descriptive plural’.’” This unit is
symbolized in several different ways, but perhaps its symbolization always con-
tains the sequence ?s. In the following examples there is no reflection of plurality
in the prefix because of a deletion process yet to be mentioned:

(98) a. ka’ng-ti‘yo?s The legs are pretty.
b. kanghséwaneg?s The houses are big.
c. kawené-cits The words are long.
d. Ponghsakay{?se:? The houses are old.

This unit descriptive plural, then, may optionally replace the unit descriptive if
the verb contains both a noun root and plural:

(T40) descriptive -— descriptive plural/V
noun root
plural

Apparently only certain state verb roots allow this transformation. Many other
verb roots, including many process and action-process verb roots, allow a verb
whose patient is plural, whether or not there is an incorporated noun root, to
acquire an additional postsemantic unit which can be labeled ‘distributive’.!®
The symbolization of this unit is also varied, but seems always to contain ¢
(> phonetic e under certain conditions). The following sentences contain
distributive:

(99) a. warhanghsahningny¢? He bought houses.
b. wa?ena?cyohaeh(? She washed the kettles.
c. wa?thahkwahé:? He picked them up.

We can say that a verb is optionally specified as distributive in the surface struc-
ture if it has a plural patient:

(T41) V --»> distributive/patient plural

But once again this transformation is restricted to certain verb roots. Once its
presence has allowed for the introduction of the units descriptive plural or dis-
tributive, plural (along with dual) is obligatorily deleted in the environment of
neuter. The sentences of (98) and (99) illustrate such deletion, since there is
nothing in their prefixes to indicate the nonsingularity of their patients. The rule
can be stated simply in this way:

(T42) {dual

plura]} — ¢/neuter

Since (T40) and (T41) are optional, the surface structure may lack the units
descriptive plural or distributive as well as the unit plural, so that surface
structures like the following do not reflect whether the patient noun is semanti-
cally singular or plural:

17 Cf. the unit called ‘perfective plural’ in Lounsbury, ibid., 89.
18 Following Lounsbury, ibid., 78; see also Chafe, ibid., 24.
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(100) a. kaPnotiyéh The leg is (legs are) pretty.
b. P?onghsakd-yoh The house is (houses are) old.
c¢. wa?hanghsahning? He bought a house (houses).

There is one type of sentence which appears to represent an exception to (T42).
With some verb roots which apparently depend on the presence of a selectional
unit that might be labeled ‘motion’, plurality of a neuter noun does seem to be
reflected in the surface structure prefix. The following sentence provides an
example:

(101) kanohsakehé-? wartkotineté?nha? The houses fell down the
hill (as in a mud slide,
for example).

Several features of this sentence are beyond the range of what has been described
in this work, but the point is that the prefix kot within the second word does
reflect the semantic plurality of the patient noun containing ‘house’, even though
the latter, apparently, is semantically -animate and should therefore, by (T29),
be postsemantically neuter. There are several conceivable ways in which this
surface situation might be accounted for. Rule (T42) might be described as sus-
pended in the environment of a motion verb. Perhaps more revealing would be
the assertion that a motion verb of this sort always requires a patient noun which
is animate, that something which moves of its own accord is necessarily regarded
as animate, and that when an otherwise -animate noun root like ‘house’ is put
in this situation it becomes derivatively animate in the semantic structure. If the
patient noun has been shifted into the animate category in sentence (101), rule
(T42) will not apply, for the noun will have become feminine by (T31), rather
than neuter by (T29). The fact that the prefix kgti is not only plural but also
feminine would thereby be explained as well. There are also circumstances where
neuter itself is deleted. The following sentences will illustrate:

(102) a. cihd warwa ki‘k The dog bit me.
b. Harry warhanghsahaing? Harry bought a house.

The prefix symbolized wak in the middle of the second word of (102a) is solely a
first person patient prefix; it does not in addition reflect a neuter agent, such as
we have postsemantically in this sentence. We find the same first person patient
prefix in (103), where there is no agent at all (initial w — ¢):

(103) ?aksté?ah I am old.

In fact, we can say that a neuter agent never has a representation in the surface
verb when there is present also a nonneuter patient:

(T43) agent neuter — ¢/V
patient -neuter

Sentence (102b) shows that the reverse process also applies. In this sentence the
prefix symbolized ha in the second word is solely a masculine agent prefix; it
does not in addition reflect a neuter patient. We find the same masculine agent
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prefix in (104) where there is no patient at all:
(104) hahsd?kha?  He is coughing.

We can say, then, that a neuter patient never has a representation in the surface
verb when there is present also a nonneuter agent:

(T44) patient neuter — ¢/V
agent -neuter

What, then, of sentences which have both a neuter agent and a neuter patient
postsemantically? Apparently, in that case either one or the other is deleted,
and it does not matter which. Both surface structures of (105) are possible, and
both evidently come from the same semantic structure (unless, perhaps, there is
a subtle distinetion which is being missed):

(105) a. cihd wa’kay6? ne? ohkwa-ih The dog killed the bear.
b. cihd wa?oyé ne? ohkwa-fh The dog killed the bear.

In (105a) the neuter patient has been deleted, leaving only the neuter agent
prefix symbolized ka. In (105b) the neuter agent has been deleted, leaving only
the neuter patient prefix symbolized yo (> 0). As a first step in explaining this
free variation in surface structures, we can write the following rule:

(T45) patient neuter -» ¢/V
agent neuter

The rule is optional unless the verb contains an incorporated noun root, in which
case it appears to be obligatory. If it is applied, the result is to leave only a neuter
agent prefix in the surface structure, as in (105a). But suppose it is not applied.
We then still have a neuter patient and a neuter agent specified in the verb.
Before we take the second step it is necessary to make some further observations:

(106) a. Harry warhoy6? ne? Bill Harry killed Bill.
b. Alice wa?akoy6? ne? Mary Alice killed Mary.

In (106a) there is a masculine singular agent and a masculine singular patient.
In (106b) there is a feminine singular agent and a feminine singular patient.
Under these circumstances the agent specification is simply deleted from the
verb, leaving surface prefixes which represent only a masculine patient (ho)
or a feminine patient (yako > ako). It is possible, therefore, to take care of the
unfinished business concerning a neuter agent and at the same time to account
for (106) in the same rule:

neuter ] _dual
(T46) agent{ masculinep — ¢/V [neuter
.. -plural . . -dual
feminine J patient{ masculine -plural
feminine plura.

Suppose, now, that (T45) is not applied. (T46) will then operate to delete the
neuter agent specification, leaving only a neuter patient prefix in the surface
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structure, as in (105b). (T46) also operates to remove the masculine and feminine
agent specifications in (106), leaving only the patient prefixes in the surface
structures of these sentences.

6.11. Further simplification within the noun. Earlier, in 6.8, we saw how the
nonlexical units of a noun are simplified through deletion and merger—how,
for example, the semantic units animate, human, masculine, feminine, and im-
personal, as well as the semantic absence of animate, are reduced to the post-
semantic units neuter, masculine, and feminine. Subsequently we saw how
such units are copied into the verb and, in the last paragraph, what further
simplification takes place within the verb. We need now to look back at the noun,
for there are still a variety of transformations which apply to it before the final
surface structure is reached. Again, most of these processes have the effect of
eroding the content of a noun, sometimes to the point where nothing at all is
left in the surface structure.

6.12. Deletion of a noun root which has been incorporated. In the discussion
of noun incorporation in 6.5 the following two sentences were used as examples:

(107) a. ?onghsakd'yoh The house is old.
b. Harry han¢hayéthwas Harry plants corn.

In neither sentence does ‘house’ or ‘corn’ appear in the surface structure as a
separate word; each appears only as an incorporated noun root in the surface
verb. These examples suggest that once a noun root has been incorporated into
a verb it is dropped from its original position in the noun, all of which then dis-
appears. Such is not always the case, however. Both of the following sentences
are identical with (107a), except that the patient noun is additionally specified
as demonstrative and proximal:

(108) a. ?onghsakay¢ né-keh

b. P?onghsakay¢ neke kanghsa? This house is old.

In the first place, in (108a), although the noun root itself has been lost as a
separate word, the demonstrative-proximal nature of the patient noun has been
retained as a word in the surface structure; this is a matter to which we shall
return in the next paragraph. More interesting at the moment is the fact that in
(108b) the noun root ‘house’ (symbolized nghs) appears in the surface structure
in two places: both within the verb and within a surface noun symbolized
kanghsa?. When the noun is demonstrative, in other words, there is a choice,
after the noun has been incorporated into the verb, of deleting the noun root in
its original position or of retaining it there. The same option is not available if
the noun is not demonstrative. The following is an impossible alternative for
(107a):

(109) * 2onghsakay¢ kan¢hsa? (The house is old.)

The reaction to such a surface structure is apt to be, ‘“You said ‘house’ once; why
say it again?”’ Sentence (108b), on the other hand, does not elicit such a reaction.
The rule which deletes a noun root from its noun once it has been copied into
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the verb can be stated in essentially this way:

| | 1

(T47) A" N -V N
noun root noun root noun root
(optional if the noun is demonstrative)

where it is understood to be the same noun root that oceurs in each position in
the rule.

6.13. Separation of demonstrative. The sentences of (108) both illustrate also
that, regardless of whether the noun root is retained or not, demonstrative itself
appears in the surface structure as an independent word. That is, while we have
been regarding demonstrative semantically as an inflectional unit within the
noun, as a surface unit it appears as a word in itself, separate from the surface
noun if there is one. A rule like the following is therefore necessary:

(T48) N - memonstrative
demonstrative

This rule is not intended to establish the relative order of the noun and the
demonstrative word in the surface structure, but only to establish the latter as a
word. Subsequently, a linearization rule will be needed to place the demonstrative
word before the noun. Demonstrative will have been specified in the semantic
structure as either proximal or distal, and it is understood that these units too are
carried along into the independent word. The eventual symbolization of demon-
strative and proximal is ngk¢ (the significance of the breves will be explained in
7.3); of demonstrative and distal it is thoké.

6.14. Separation of emphatic. Not only is demonstrative separated from the
noun to appear in the surface structure as a separate word, but the same treat-
ment is accorded the unit emphatic also. The following was one of the illustra-
tions given for emphatic in 4.8:

(110) haghw4? Harry hoy6?te? Harry is working.

It can be seen that emphatic is represented in the word symbolized haghwa?,
which is independent of the word Harry in the surface structure. We might, pro-
visionally, then, posit a rule much like the earlier (T48) to effect this separation:

1

(T49") N — N  emphatic
emphatic

There is, however, an additional consideration. The surface word representing
emphatic reflects not only the semantic unit emphatic itself, but also certain non-
lexical features of the noun in which emphatic originated. The emphatic word
in (110), for example, reflects the fact that the noun was masculine. If it had been
feminine, the word would have a different prefix:

(111) kaohwé? Alice koy6?te?  Alice is working.

(The prefixes symbolized ha and ho in (110) are identical, as are those symbolized
yaka (> ka) and yako (> ko) in (111). The symbolizations with a final a are those
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found before a following o or ¢.) These are the regular surface patient prefixes.
We can, then, revise (T49’) to state not only that emphatic appears as a separate
surface word, but also that it carries along with it certain units copied from the
noun, specified as if they were reflections of a patient noun:

(T49) N - N emphatic
neuter neuter [ neuter
masculine masculine masculine
feminine feminine . feminine (dual
first first patient first Iplural
second second second ¢
inclus%ve inclusi}ve inclusive |
dual dual
plura]j iplural}
(¢ ¢
emphatic

The unit emphatic itself then goes on to be symbolized ghwa?, and the other
combinations of units as the usual patient prefixes (subject, in fact, to (T38)). If
the optional further specifications of emphatic—labeled ‘even’ and ‘only’ in
4.8—are present, they appear as surface suffixes symbolized shg? and a respec-
tively. (Perhaps, as surface units, they should be equated respectively with one
variant of the noun plural suffix, to be mentioned in 6.16, and with the diminutive
suffix, not described in this work.) Thus, to repeat the examples of 4.8:

112) a. haghwa?sh¢? Harry hoy6?te?
b. haohwa?4 Harry hoy6?te?

Even Harry is working.
Only Harry is working.

There is one further complication, however. If we have simple emphatic, without
‘even’ or ‘only’, then the surface units and symbolizations are totally different
for first, second, and inclusive:

(113) *{? aky6rte?
?is say6rte?
?{? eyakwayéthwa?

1. ?{? etwayéthwa?

oow

~

I am working.

You are working.

We (exclusive) will plant.
We (inclusive) will plant.

Here the surface structure exhibits nothing more than one or the other of two
particles. One, which we can call the ‘first particle’, symbolized 2, is found when
the emphatic noun is either first or inclusive. The other, the ‘second particle’,
symbolized s, is found when the emphatic noun is second. With ‘even’ and ‘only’
we do not find these particles, but the expected representations:

(114) a. ?akohwa?shg? akydrte?
b. Pakohwar4 aky6?te?

Even I am working.
Only I am working.

The following rules may be stated:

(T50) a. emphatic — first particle

first
inclusive,

-even
-only
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b. emphatic — second particle
second
-even
-only

6.15. Total deletion of the noun. After pronominalization and the deletion
from a noun of a noun root that has been incorporated (6.12), there are many
nouns which no longer contain a noun root, although they did contain one
semantically. Other nouns—those specified semantically as first, second, or
inclusive, or as human only—did not even contain a noun root in the semantic
structure. Whatever the reason for the absence of a noun root, it can be said that
at this point in the postsemantic development every noun now without a noun
root is itself entirely deleted, along with whatever remaining nonlexical units it
may contain. Such deletion might be stated in this way:

(T51) N - ¢

-noun root

Hence, the surface structures of sentences like the following contain no word
to represent a noun that was present in the semantic structure:

(115) a. ronghsakd‘yoh The house is old.
b. Pethé?tha? ‘She is pounding.
c. kethértha? I am pounding.
d. P?onghsakay¢ né-keh This house is old.
e. haohwd? hoy6rte? He is working.

In (115a) the patient noun root was incorporated, and subsequently deleted from
the noun by (T47). The remaining configuration:

N
neuter

has now been deleted by (T51). In (115b) the noun root was dropped from the
agent noun by pronominalization, and the remaining configuration of N and
feminine has now been dropped from the surface structure. In (115¢) no noun
root was present in the agent noun semantically, and again the configuration of
N and first has been dropped. In (115d) the noun root was deleted from the
natient noun by (T47), and the remaining configuration of N and neuter has now
been deleted also. Prior to the operation of (T51) the unit demonstrative was
separated from the noun, thus escaping deletion and surviving as a surface word.
The same kind of statement can be made with regard to (115e), where the
prior separation of emphatic from the noun rescued it from deletion by (T51).
6.16. Noun plural. The nouns which are left at this point all contain a noun
root, a selectional unit which must be either neuter, masculine, or feminine, and
perhaps either dual or plural. We have not yet arrived at the final surface repre-
sentation of such nouns. For one thing, there is a surface suffix, usually symbolized
shg?a but occasionally shg?, which optionally appears within a surface noun to
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reflect the presence of plural:

(116) a. Paweha?shé?ah flowers
b. cihashg?ah dogs
c. hatiksa?sh6?ah  children

I shall label this surface unit ‘noun plural’. It can be introduced with the follow-
ing rule:

(T52) N -»> noun plural/plural

That is, a noun may optionally be further specified as noun plural if it contains
plural. (It must also contain a noun root, but only nouns containing noun roots
are left at this point.)

6.17. Idioms. A great many noun roots are idioms, and must be literalized
into arbitrary postsemantic structures. As just one example, we might consider
the noun root ‘hawk’, which is symbolized fekaya?tdkhwa?. This symbolization is
indistinguishable from that of the sentence:

117) tekaya?tdkhwa? It picks up bodies.

The semantic noun root ‘hawk’, then, (and actually the entire noun that contains
it) must be transformed into the following postsemantic structure:

r_l'j ]
pat agt

v N N
action body animate
process plural

pick up

iterative

where the agent noun is like one that has lost its noun root through pronomina-
lization. The patient noun root ‘body’ is incorporated into the surface verb, to be
symbolized ya??, the agent is reflected in the neuter agent prefix symbolized
ka, and the surface unit ‘duplicative’, symbolized te in this case, is required by
the verb root ‘pick up’. It is interesting that the literalization process may some-
times require reference to one or more of the nonlexical units present in the noun.
For example, the symbolizations of ‘chief’ and ‘chiefs’ are identical with those
of the following two sentences:

(118) a. hahsenowéd'neh His name is great.
b. hatihsenéwane?s Their names are great.

These sentences contain a possessive configuration which will not be discussed
until chapter 8, but the point here is that the literalization of ‘chief’ must take
account of whether the noun containing it is or is not plural. If it is, the unit
plural is inserted into the literalization in two places: in the possessor noun ‘their’
and in the noun containing ‘name’. The plurality of the first is reflected in the
prefix symbolized ¢z, that of the second in the descriptive plural suffix symbolized
2s. The place of literalizations in the ordering of transformations is an intriguing
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question. Since various features of the nouns concerned must be simplified and
then copied into the verb in the usual way, just as if the noun root were a single
unit, as it is semantically, the literalization of the noun root would seem to be a
fairly late process, for it destroys the integrity of the entire noun in which it is
contained. On the other hand, the literalization itself is subject to many of the
same processes that affect normal sentences, from beginning to end. I would con-
clude, therefore, that the literalization of a noun root must generally take place at
a late stage in the sequence of transformations, perhaps at about the stage where
I have introduced it here, but that the literalization is then subject to a reappli-
cation of earlier transformations in a ‘cyclic’ manner.

6.18. Final considerations in the surface structure of a noun. Many human
noun roots are, in fact, idioms, and are likely to be represented at this point by a
complex postsemantic configuration. Conspicuous human noun roots which have
a more straightforward representation are ‘person’ and ‘child’. In these two cases
the noun roots are symbolized gkwe and ksa?a (or ksa?) respectively, and neuter,
masculine, and feminine are represented by the usual neuter, masculine, and
femine agent prefixes, perhaps supplemented by plural as in (119f):

(119) a. ?6-kweh person
b. hékweh man
c. rak4kweh woman
d. kaksdrah child
e. haksdrah boy
f. hatiksa?’sh¢?ah children
ete.

(There are certain irregularities associated with several of these words, but I will
not try to describe them here.) In order to account for the agent character of the
surface prefixes in words like these, we might formulate a rule like the following:

(T53) {E:ifﬁ?il;:e} — agent {;22?;2;226} / person, child, ...

Other human noun roots which are not idioms include the many ‘unique’ noun
roots, among which are English borrowings like ‘Harry’, ‘Alice’, etc. For these,
and also some native names which cannot be considered idioms, we can say that
masculine and feminine never reach the surface structure:

(T54") {masculin

e .
feminine } — ¢ / Harry, Alice, ...

Among the noun roots which are animate but -human there are many idioms also
(cf. the discussion of ‘hawk’ above), but other noun roots in this category are
represented in surface structure by the noun root alone, with no prefix or suffix:

(120) a. cf-hah dog
b. takés cat
c. kwiskwis  pig

At the stage which we have reached so far, the nouns containing noun roots like
these may be specified as either neuter or masculine. It is possible, therefore, to
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prevent these latter units from attaining the status of surface structure prefixes
by extending (T54’) in the following way:

neuter
(T54) masculine; — ¢ / Harry, Alice, dog, cat, ...
feminine

This rule thus becomes a more general way of accounting for the absence of
neuter, masculine, or feminine prefixes with surface noun roots of various types.
If ‘dog’, ‘cat’, and the like were semantically plural, it is possible that they ac-
quired the noun plural suffix by (T52). Whether they did or not, neither dual nor
plural appears as a surface prefix with such noun roots:

dual
(T55) {plural} — ¢ / dog, cat, ...

A few noun roots in the animate but -human category are accorded the same post-
semantic treatment as the majority of -animate noun roots. Some noun roots of
this last type are also idioms, as is, for example, ‘table’, whose symbolization is
identical with that of the sentence:

(121) ?otekhwaha-khwa? One uses it to put food on.

except that for ‘table’ the initial syllable is more often than not omitted. But the
usual surface representation of a noun which is -animate and which contains a
noun root is apt to be thought of as the ‘normal’ representation of a Northern
Iroquoian noun root. The following words will illustrate:

(122) a. kanghsa? house
b. kand?cya? kettle
¢. Poh¢-ta? tree
d. Pohwista? money

Both the prefixes and the suffix must be commented on. All these words have a
neuter prefix, the expected consequence of (T29). In (122a, b) this prefix is an
agent prefix; in (122¢, d) it is a patient prefix. This distinction has nothing to do
with the semantic functioning of these nouns or with their adjusted postsemantic
status as agents or patients. It is something assigned in an arbitrary way to the
surface structure of each noun, depending on the identity of its noun root. Thus,
‘house’ and ‘kettle’ acquire a neuter agent prefix, while ‘tree’ and ‘money’
acquire a neuter patient prefix. Rules of the following sort are necessary:

(T56) a. N - N / house, kettle, ...
neuter  agent neuter

b. N - N / tree, money, ...
neuter patient neuter

The words in (122) also contain an arbitrary surface structure suffix, symbolized
? (preceded by an epenthetic a). I shall label this unit simply ‘noun suffix’. Its
presence can be accounted for with a rule like the following:

(T57) N — > noun suffix / neuter
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That is, a noun is further specified with the unit noun suffix if it is specified as
neuter at this point. Whilerules (T56) and (T57) apply to a great many noun roots
which are semantically -animate, they also apply to a few noun roots which are
animate but -human. If such noun roots are not idioms, and if they do not lose
their neuter specification by (T54), rules (T56) and (T57) apply to them auto-
matically, without revision. Hence we find surface structures like the following
for animate noun roots like ‘fish’ and ‘housefly’:

(123) a. rocyérta? fish
b. ?Pochérta? housefly

There is, however, a difficulty when nouns like these are semantically dual or
plural, for (T31) ought then to make them postsemantically feminine rather than
neuter. If they were not neuter, (T56) and (T57) would not affect them, but we
would not want to revise those rules to apply to feminine nouns as well. I believe,
however, that nouns containing noun roots like ‘fish’ and ‘housefly’ behave post-
semantically as if they were -animate noun roots from the beginning, even with
respect to their postsemantic reflections in the verb. If that is so, then the
difficulty just mentioned can be avoided by submitting such nouns to an early
rule of the sort:

(T58) animate — ¢ / fish, housefly, ...

so that they receive the usual postsemantic treatment of -animate nouns.

6.19. Words and their linearization. Beginning with semantic arrangements,
each consisting of a verb accompanied by one or more nouns related to it as agent,
patient, beneficiary, or experiencer, and each verb and noun being specified in
terms of selectional, lexical, and inflectional semantic units, we have seen how
these arrangements are gradually transformed into surface structures. In the
surface structures that have been discussed we find a surface verb, sometimes but
not always accompanied by one or more surface nouns related to it as agent or
patient, each verb and noun being specified in terms of at least a lexical unit. All
verbs in the surface structure, and some nouns, contain nonlexical units as well.
Besides verbs and nouns, we have noted the surface existence of the separate
units demonstrative and emphatie. It is now possible to say that each surface
verb, along with whatever lexical and nonlexical units it contains, constitutes a
‘word’. (The term ‘word’ has been used loosely with regard to surface structure
up to now, but we can become clearer at this point as to what it signifies.) Each
surface noun also, with its lexical unit and its nonlexical units if it has them,
constitutes a word. Demonstrative does so as well, with its subordinate units
proximal or distal, and so does emphatic, perhaps further specified as ‘even’ or
‘only’. Since it will be necessary to have reference to word boundaries in the
statement of phonological rules, we can understand at this point that each verb,
noun, demonstrative, and emphatic has a word boundary on either side. We must
also consider now the fact that a surface structure does not attain its final form
until linearization has been imposed on it. As a first and major part of the
linearization process, the verb, the noun, and the units demonstrative and em-
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phatic must be placed in a linear order with relation to each other. One has the
initial impression that word order in the Northern Iroquoian languages is quite
‘free’. Probably this impression is mistaken and reflects only our ignorance
regarding the factors which determine such ordering. At present, however, I
can do no more than point out that the linearization of words is an important
postsemantic process that must be applied before a final surface structure is
reached. As part of this process, evidently, the relations agent and patient
can be deleted. They probably have some relevance to the process, but need
not be subsequently retained. As a general illustration we might consider
the postsemantic fate of the following sentence:

(124) haghwa?sh¢? Harry warhanehayéthwa? Even Harry planted corn.

Its initial semantic structure can be diagramed in this way:

pat agt

v N N

action corn  unique

process animate

plant human

punctual masculine

past Harry
emphatic

even

As a consequence of the tranformations which have been described in chapters
b and 6, the following postsemantic structure is achieved:

algt

]
Vv N emphatic
plant Harry  masculine
corn even
punctual
aorist
agent
masculine

The first stage of linearization then establishes the verb, the noun, and the unit
emphatic in the following order:

— ]
emphatic N v
masculine  Harry  plant
even corn
punctual
aorist
agent
masculine

Here each column of surface structure units is understood to be preceded and
followed by a word boundary. A different linearization is possible—one with the
verb in first position—but it is this kind of alternative which I make no attempt
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to account for here. At this point some mention should be made of the surface
structure particle symbolized né?, which has always been something of a puzzle
to Iroquoian linguists. Its use seems largely or wholly optional, and I have in-
cluded it only rarely in citing examples in this work (see the sentences of (80), for
instance). It seems, however, to be insertable in the surface structure before any
noun, except before one that begins a sentence. Thus we may find (125a), but
never (125b):

(125) a. wathahning? ne? Harry ne? ci-hah Harry bought a dog.
b. *ne? Harry warhahning? ne? ci-hah

This very common particle, however, very likely reflects semantic features of a
kind unaccounted for here.

6.20. Still we have not arrived at a final surface structure, for the units within
each column of the last diagram above must also be placed in a linear order. Rule
(T6'’) at the end of Chapter b was a preliminary statement of the ordering of this
kind which is found within a verb. Other units have been added to a verb in the
meantime and a more complete statement can now be given in the form of (T6)

(T6) V
—
X
]
v
c)c.:ol Iolou lt !‘.)*Ljad)lo!na)loo ou-—‘-‘o u'o!q
D =2 [} 3 = <
S5 5 BE@ B Bz B BT 28855 EF 255 FEESE B8 B
oS3 B BE S S 8 neuter 8 2 B8 8 888 S8 5wm= 38 2
L B 28 8 S& S . [ S 8 I &I Q"F:OOE < @
sSd & 8 9 < g W masculine € § 2 S %2 T 52 R g & Z 5
28 a8 2 B8 s 23 8 €3 258 228 £ &
oo o £ 5 R eminine & > g0 L2 & 2.2 = =
2z R 8 B dual - Teg B : -
B2 g 5 °
§n£ g plural S
== H 3
=S & patient 5]
a8 g neuter
© masculine
feminine
plural

No one verb will contain all these units, and most verbs contain only a few of
them. Which units are present within a surface verb has already been established
by the semantic structure and by the transformations of chapters 5 and 6. Rule
(T6), which must be applied after all those other rules, shows the relative order of
whatever units may be present at this stage. The agent and patient specifications
may be regarded as units which still occur in nonlinear fashion with relation to
each other, although it would be possible to attempt a partial linearization of
them. In other words, a configuration like:

agent masculine
patient first plural

is considered here to be a bundle of surface structure units which is directly sub-
ject to symbolization. The kind of symbolizations which are given to such con-
figurations are suggested by Table 1, which lists the most common of them but
omits a number of variants. The agent possibilities (including ¢) are listed down
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the left side, and the patient possibilities across the top. The appropriate sym-
bolizations are then given at the intersections. For various reasons, discussed in
various places above, no surface structure combinations exist for the intersections
that are blank. The converging arrows in the four boxes in the lower right show
that there is an apparently free choice between the indicated symbolizations. It
will be seen that the description of symbolizations in Table 1 can be simplified by
positing still further simplifications in the surface structure. For example, second
dual and plural agents are not symbolized any differently from second dual and
plural patients. We might then state a rule which merges patients with agents in
the environment of second dual and plural. I have not attempted to account for
all such simplifications here because this chapter has already presented more than
enough postsemantic processes for a work of this size, but there should be no
difficulty in accounting for them in a more complete description. As for words
that are not verbs, the linearization which takes place within them can be easily
described. The units within a noun are linearized as follows:

(T59) N

x™ N

I T T 1
agent noun noun noun

neuter root suffix plural
masculine
feminine
dual
plural
patient,
neuter

Usually there will be only a neuter agent or a neuter patient prefix. Several other
possibilities are allowed for because of words like hatiksa? shg? ah ‘children’, where
there is a masculine plural agent prefix. An emphatic configuration is linearized in
this way (cf. 6.14):

T
(T60) emphatic — patient emp}.mtic e?en
X neuter only
masculine
feminine
plural

No linearization statement need be made for demonstrative words, whose sym-
bolization has already been described in terms of bundles of surface units (6.13).

7. PHONOLOGICAL PROCESSES

7.1. Given the underlying phonological arrangements arrived at by the end of
Chapter 6, we must still apply a number of phonological rules before the final
phonetic output is reached. A complete discussion of these rules and their ordering
would be a large project in itself. Here I shall discuss a small sample, not neces-
sarily in the order in which the rules must be applied. Many of the same rules are
found in Onondaga as in Mohawk, Oneida, and Seneca, so that an examination of
the works mentioned in footnote 2 will suggest many of the processes which are
operative in Onondaga as well.
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7.2. Initial 2 and final A. I shall mention first two quite unimportant rules,
whose effects are nonetheless evident in perhaps the majority of the examples
given throughout this work, and which were for that reason alluded to in 1.9.
These are the rules which prevent Onondaga sentences from beginning or ending
with a vowel. It is simply the case that a vowel at the beginning of a sentence is
preceded by ?, while a vowel at the end of a sentence is followed by k. Thus, we
might formulate two phonological rules as follows:

(P1) 6—?/F—V
(P2) ¢—h/V—#

where ¥ indicates a sentence boundary. Examples abound in the preceding
chapters, as well as in what follows.

7.3. Word- but not sentence-final accent. Relevant also to most of the exam-
ples which have been and will be given are the rules which assign accent and vowel
length within words. For present purposes accent can be regarded as physically
manifested in a higher pitch on the accented syllable, although a more subtle
phonetic description would have to mention various rises to and falls from this
higher piteh in different environments. In general it can be said that words which
are not sentence-final receive an accent on their final syllable. Thus we find word-
final accents on the first two words of the following sentence:

(126) cihd warkaké? kohsd-tes The dog saw a horse.

There appear to be some suffixes, however, whose potentially word-final vowels
do not accept this accent, but pass it on to the nearest preceding vowel that will
accept it. Vowels which have this immunity may be marked with a breve. The
locative suffix symbolized 2ké, to be mentioned in chapter 8,is an example:

(127) khnehsd?ke wérkhe? I put it on my shoulder.

Here the word-final accent of the first word has been passed on to the penultimate
vowel. There are also a number of particles whose vowels will not accept the
word-final accent at all, for example the nominal particle symbolized né?, or the
proximal demonstrative particle symbolized n¢ké. In the following sentences the
particles receive no accent:

(128) a. cihd wa?kaké? ne? kohsd-tes The dog saw a horse.
b. cib4 waPkaké? neke kohsd'tes  The dog saw this horse.

On the other hand, the vowel of the interrogative particle symbolized ya is not
immune to word-final accent:

(129) v4 te?hakéha? He doesn’t see it.

The rule which assigns this word-final (but not sentence-final) accent can be
written as follows:

P3) V-V/ —Co({’Co)o + {g}
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which is to say, a vowel (understood not to be V) takes on an accent when it is
followed by ‘zero or more’ consonants, symbolized C, , and then, ignoring for a
moment the parenthetical expression, by word boundary, symbolized +. The
following V or C in braces indicates that the word boundary is not also a sentence
boundary, but that another vowel or consonant must immediately follow. To
return to the expression in parentheses, it is simply a way of indicating that zero
or more other syllables containing a vowel immune to this rule (‘7), may inter-
vene between the vowel which is accented and the word boundary.

7.4. Sentence-final accent. A different kind of accent assigment takes place in
words which are sentence-final. In many sentence-final words, furthermore, there
are additional processes of vowel lengthening which are closely related to the
assignment of accent. There are a number of interrelated factors which determine
this accenting and lengthening, and they are not as yet completely understood;
nevertheless, most of what is involved can be stated here. Actually, ‘sentence-
final’ is not quite accurate as a description of the environment within which these
processes operate. ‘Phrase-final’ might be a better term, since they operate also at
certain points within some sentences. For the sake of simplicity, however, and
because I am unable to locate the apparently evanescent boundaries of ‘phrases’
in this sense with any degree of assurance, I shall pretend that it is only sentence
boundaries which are involved. Every word in sentence-final position is assigned
an accent on its ultimate, penultimate, or antepenultimate vowel. In addition,
either the vowel receiving the accent or some preceding vowel (or both) may be
lengthened, although there are many words in which no such lengthening takes
place. The position of the accent is relatively easy to describe. There are three
possibilities. (1) The last vowel of the last word in a sentence may already be
accented in the underlying phonological representation. A number of suffixes
yield an underlying accent on a word-final vowel. For example, the punctual
suffix in (130a) is symbolized ?, a glottal stop plus accenting of the preceding
vowel, while the descriptive suffix in (130b) is symbolized simply ’, that is, as
nothing but an accenting of the word-final vowel:

(130) a. warhahning? He bought it.
b. honghsenih He has built a house.

(Sentence (130b) has a final & by rule (P2).) No phonological rule is necessary to
account for these sentence-final accents, since they are already present in the
underlying phonological structure. (2) There are a few word-final elements whose
phonological effect is to throw the sentence-final accent all the way back to the
antepenultimate vowel of the sentence-final word. This phenomenon can be ob-
served in the following sentences:

(131) a. kanghséwane’s The houses are big.
b. kasahér?tatah The beans are inside.
c. wate? nisa'yd*tawes What’s the matter with you?

Here it appears to be the descriptive plural suffix in (131a), the descriptive suffix
in (131b), and the iterative suffix in (131c) which repel the accent in this way. I
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shall indicate the accent repellent characteristic in the symbolizations of such
suffixes with the symbol <. Thus, in (131a) the descriptive plural suffix has the
symbolization <?s. In (131b) the descriptive suffix has a symbolization which
can be noted simply as <. And in (131¢) the iterative suffix has the symbolization
<s. The rule for sentence-final antepenultimate accenting can be stated:

(P4) VoV /—=CVCV < Co #

That is, a vowel receives an accent if it is followed by two more vowels before a
sentence boundary, and the last of these vowels is followed by the accent repellent
feature <. (3) We are now left with many sentence-final words which still do not
contain an accent, since their final vowel was not accented in the underlying form
and they did not have the accent repellent feature following their final vowel (or
they did have it, but did not have an antepenultimate vowel). What happens in
all these remaining words is extremely simple: their penultimate vowel receives
the primary accent. The great majority of the sentences given as illustrations so
far in this work have exhibited this assignment of accent to the next-to-last syl-
lable of a sentence, so that there is no need to give any additional examples here.
It must be noted, however, that this penultimate accenting takes place even in a
word whose final vowel is followed by the accent repellent feature, provided that
word does not contain an antepenultimate syllable on which the accent could
have been placed by (P4). Instead of (131b), for example, we might find the
following, in which incorporation has not taken place:

(132) ?osahe?td? wa-tah The beans are inside.

and in which the accent is on the penultimate vowel of the last word, despite the
fact that the word ends with the accent repellent feature, as (131b) demonstrates.
We can state the penultimate accenting rule as follows:

(P5) VoV {—CoVCo # #}

+Co — GV < G

where, in general, all that is said is that the penultimate syllable of a sentence-
final word is given an accent. The following vowel must be without an accent, and
the second environment allows for possibilities like that in (132), where < is
present but the penultimate vowel is the first vowel of the word. We are now left
with an aceent on one of the last three vowels of the last word in a sentence.

7.6. Penultimate lengthening. A sentence-penultimate vowel which has been
accented in accordance with (P5) is now lengthened, provided it is in an open
syllable. An open syllable in Onondaga is one whose vowel is followed by not more
than one consonant, or by one consonant plus a resonant (n, r, w, y). That is, a
combination of consonant followed by resonant behaves as if it were a single con-
sonant. Thus we find penultimate lengthening in the following:

(133) a. ?eyehnyé-te? She will stand it up.
b. wa?ké-kwa? I picked it.
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but not in these, where the penultimate syllable is closed:

(134) a. rakéktq? I have examined it.
b. hoyéthwih  He has planted.

A complication arises from the fact that the two ‘laryngeal’ consonants, & and ?,
even when they are not part of a cluster, sometimes close a syllable. It seems
necessary to distinguish in underlying forms between laryngeals which close
syllables and those which do not. One easy but ad hoc way to cope with this
problem is to posit underlying sequences like hh and ?? which are simplified to
h and ? after the vowel lengthening rule has applied. We can then state
the lengthening rules as follows:

(P6) VoV /—-C R)VC #

If we posit that the iterative suffix has the symbolization ha? after some preceding
surface units (such as ‘bark’, symbolized hnya), but hha? after others (such as
‘tell’, symbolized athrorya), we can now explain the difference in penultimate
length in sentences like:

(135) a. kahny4-ha? It is barking.
b. hatho'ydha?  He is telling it.

However, it seems to be the case that informants differ in this respect, so that
instead of (135a) another person will say:

(136) kahnydha? It is barking.

treating the h as hh, or as one that closes a syllable. In any case, the important
point to be made here is that the first C in rule (P6) sometimes includes » and 2,
as in (135a), and sometimes does not, as in (135b) and (136). The Onondaga
greeting:

(137) sikéleh  Hello.

also does not show the expected penultimate lengthening, but it is exceptional
also in being, apparently, the only Onondaga word that contains an [. 18

7.6. Pretonic lengthening. Every sentence-final word is now accented on one of
its last three vowels, as described in 7.4. Let us call the vowel thus accented the
‘tonic’ vowel. We saw in 7.6 that the tonic vowel is long if it is in an open penulti-
mate syllable. Under certain circumstances the vowel preceding the tonic vowel
is also lengthened, but the conditioning factors are more limited, and more com-
plex, than those described for lengthening of the tonic vowel. The following words,
cited as they would appear in sentence-final position, exhibit lengthened pretonic
vowels:

(138) a. reyeké-ta? She will scrape it.
b. kana-t4d?keh in town
c. ?akenghto? I know it.

d. tehonatya'#'te?  They have put up a tent.

188 Tt, is a borrowing from Oneida.
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The lengthened pretonic vowels are, first of all, in open syllables, in the sense dis-
cussed above. That condition alone, however, is not sufficient to produce the
lengthening, as the following words illustrate:

(139) a. rekotiké-ta? They will scrape it.
b. honghto? He knows.
c. (yd) te’wakendhto? I don’t know.
d. tehotyas-to? He has put up a tent.

The pretonic vowels in these words are in open syllables, but they are not leng-
thened. The difference is that, while the pretonic vowels in (138) are even num-
bered vowels, counting from the beginning of the word, those in (139) are odd
numbered vowels—in (139b) the first vowel, in the other sentences the third
vowel. In (138) the lengthened pretonic vowels are second or fourth in the word.
We might conclude, then, that pretonic vowels are lengthened when they are in
open syllables and even. This accounts for the lengthening in (140a), but why is
the pretonic vowel in (140b) not lengthened—and why is the first vowel in (140d)
lengthened, when it is apparently in the first syllable?

(140) a. oho-té-ta? A tree is standing.
b. tyohoté-ta? A tree is standing there.
c. haté-tye?s He is standing.
d. tha'td-tye?s He is standing there.

The unexpected results in (140b, d) are caused by the fact that these words begin
with a consonant cluster: ¢y in (140b) and th in (140d). Evidently a word-initial
consonant cluster shifts the odd-even count of vowels—behaves, it might be
said, like an additional vowel at the beginning of the word. The first real vowel
must then be counted as even, and so on. Given this qualification on the deter-
mination of odd and even vowels, (140b, d) show the appropriate pretonic length-
ening or lack of lengthening. But why, now, are the pretonic vowels in (141) not
lengthened?

(141) a. haketdhe'k He is scraping things.
b. hatiyéthwas They are planting.

What evidently prevents pretonic lengthening here is the fact that the tonic
vowel is short. In order, then, for the pretonic vowel to be lengthened, the tonic
vowel must be long also. But what, in that case, of the already cited words (138b,

c):

(138) b. kana-yd?keh in town
¢. ake'néhto? I know it.

Here the tonic vowel appears to be short, but the pretonic vowel is lengthened
nonetheless. It seems that, so far as the pretonic lengthening process is concerned,
a tonic vowel followed by a sequence of laryngeal ( or ?) plus obstruent is equiva-
lent to a long tonic vowel. The same phenomenon is seen in (142), where the final
vowel is tonie:

(142) kakhwi‘y6h good food
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Finally, we might ask why the pretonic vowel in the following word is not
lengthened, since it is even, in an open syllable, and followed by a long tonic
vowel:

(143) hota?gnaké-teh  He’s scraping a stick.

Here it must be said simply that there are vowels immune to pretonic lengthening.
A vowel which is thus immune is usually or always the vowel a, but not all in-
stances of a are immune. Perhaps, in fact, the immunity is present always and
only in an a which follows, in the underlying phonological structure, the symboli-
zation of a noun root. In (143), for example, the noun root ‘stick’ is symbolized
a?en and the nonlengthened pretonic vowel is an epenthetic a inserted between
this symbolization and that of the verb ‘scrape’, which is ket. It might be thought
that only such an epenthetic ¢ is immune to pretonic lengthening, but this is not
the case:

(144) tekanéhsakéh  two houses

The pretonic vowel in this word is even and in an open syllable, and seems eligible
for lengthening. This a is not epenthetic, for the numerative verb which is present
here is symbolized ake; the a belongs to the verb itself. Still, however, it is not
lengthened, perhaps because it is immediately preceded by the symbolization
of the noun root ‘house’ (nghs). On the basis of everything that has been said in
this paragraph, it might be possible to describe the lengthening of pretonic vowels
with a rule like the following:

-(2) . 71:©
(P7) Voen V' /—C®YV {LO } VCof

That is, an even vowel (determined with regard to the skewing effect of word-
initial consonant clusters) other than certain instances of a becomes long if it is
followed by a single consonant (or single consonant plus resonant) and an ac-
cented vowel. The accented vowel must be either penultimate and long or penulti-
mate and followed by a laryngeal plus an obstruent. With this rule we have now
accounted for the most straightforward instances of accenting and lengthening
which result from the position of a word at the end of a sentence. Other instances
of accenting and lengthening are encountered, however. It is frequently the case,
for example, that the pretonic vowel is also accented. Other vowels, earlier than
the pretonic, are sometimes found accented and/or lengthened as well. The facts
are inconsistent and uncertain, and I cannot account for them systematically at
the present time.

7.7. The fate of r. Proto Northern Iroquoian contained a liquid consonant
which is reflected in modern Oneida as I, in Mohawk and Cayuga as r. Cayuga
has lost this consonant phonetically in certain environments, but has kept it in
others. Onondaga and Seneca no longer have a liquid consonant at all phoneti-
cally, but there are facts in both languages which are impossible to explain satis-
factorily unless such a consonant—Iet us call it »—is posited in underlying phono-
logical structures. Chief among the phonological processes associated with r
in Onondaga are the fronting of following back vowels and a compensatory
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lengthening associated with the loss of r. Suppose we take ‘basket’, symbolized
2ahsr, as an example of an item for which this underlying r must be posited. The
fronting of back vowels can be illustrated with words in which ‘basket’ is followed
in the surface structure by ‘big’, ‘make’, and ‘noun suffix’, symbolized owane,
oni, and a? respectively. (The three back vowels in Onondaga are o, ¢, and a.)
The forms on the right are not phonetic, but intermediate phonological forms:

(145) a. kaPahsrowane — ka?ahsrewane  The basket is big.
b. ho?ahsrgni  — ho?ahsreni He has made a basket.
c. karahsra? — kaPahsre? basket

The rule can be stated simply:
(P8) back — front / r—
Subsequently, then, r is dropped. Between a vowel and a consonant, however,

(in the environments C—V or V—C) it leaves behind a lengthening of the vowel.
The words of (145) become thereby:

a. kaPahse'wane
b. ho?ahse'n{
c. karahsz-?

Compensatory lengthening in the position V—C can be illustrated by:

(146) karhakowa — ka-hakowa in the woods

Thus, 7 is either replaced by length or dropped outright:

o]

(P10) r — ¢

If the words cited in (145) and (146) are sentence-final, the processes described
earlier eventually yield the following phonetic outputs:
(145) a. kaPahse'wd'neh
b. horahs¢'nih
c. kardhsz?
(146) ka-haké-wah

7.8. Other processes. As in the other Northern Iroquoian languages, there
are some phonological rules which apply only to the symbolizations of agent and
patient prefixes, so that it is necessary to retain the agent and/or patient prefix
identity of certain phonological sequences until after such rules have applied. In
Onondaga a word-initial resonant consonant is dropped, provided it belongs to
the symbolization of such a prefix. Thus we find:

(147) a. yethe?tha? — ethe?tha? — Pethértha?
She pounds.
b. waPena? — a’ena? — ?a?éna?
bow

c. wakhowaye? — akhowaye? — Pakho wd-ye?
I have a boat.
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There is, then, a rule:
(P11) Roe/+—

but only the symbolizations of agent and/or patient prefixes are subject to it.
A number of other rules, similarly restricted, affect the joining of a pronominal
prefix with whatever follows it. Vowel sequences fuse into single vowels, an
epenthetic ¢ is sometimes introduced, ete. On the whole, these processes are the
same in all the Northern Iroquoian languages.’® One interesting development in
Onondaga is that:

(P12) k—-h/—k
so that, for example:

(148) a. kkeha? — hkeha? — hkéha?
I see it.
b. ekke? — ¢hke? — ?éhke?
I will see it.
c¢. warkke? — warhke? — wéirPhke?
I saw it.

This process is not restricted to agent/patient prefixes, and takes place even when
the two k’s are in separate words:?

(149) hachiyek khe — hachiyeh khe — hachi-yeh kheh He’s finishing.
8. SENTENCES OF GREATER COMPLEXITY

8.1. So far we have examined some aspects of the semantie structure of simple
sentences in Onondaga, and have seen the manner in which such structures are
transformed into surface structures and then into a phonetic output. In this last
chapter we shall note briefly a few of the ways in which more complex semantic
structures are formed.”* The postsemantic fate of such structures will be men-
tioned also, but to a large extent it will be seen to be determined by processes
already described.

8.2. Temporal adverbs. We can begin by considering sentences like the follow-
ing:

(150) ?ahseté hoyo?tehkw4? ne? Harry Harry was working yesterday.

I shall assume that in this sentence there is a configuration made up of the verb
‘work’ and the agent ‘Harry’ which, in its totality, has been made the patient of
an adverbial element lexically specified as ‘yesterday’. I shall assume further

19 Thus, the works mentioned in fn. 2 can be consulted for further details. When Seneca
and Oneida differ, Onondaga seems for the most part to follow Oneida. Like Seneca, how-
ever, it does not exhibit the forms ending in kw for the prefixes numbered 16, 34, 46, and 55
of Table 6 in Lounsbury, ibid.

% The final phonetic shape of this example shows that before the interrogative particle
accenting and lengthening take place as in sentence-final position.

2 This chapter draws heavily on the theoretical background set forth in Chapter 18 of
Meaning and the Structure of Language.



A SEMANTICALLY BASED SKETCH OF ONONDAGA 81

that this adverbial element is a state verb of a particular kind. The general
structure of (150) can thus be sketched as follows:

pat

1

| agt
v v N
state action Harry
temporal work
past descriptive

yesterday past

The verb and noun on the right constitute the sentence ‘Harry was working’.
This sentence in turn occurs as the patient of an adverbial element, which is
shown as a state verb, selectionally specified as ‘temporal’ and ‘past’ and lexi-
cally specified as ‘yesterday’. The result is the sentence ‘Harry was working
vesterday’. Structures like this can be generated by means of a rule that can be
stated provisionally as follows:

pat
(851") Vi->V Vi
state
temporal

This rule says that a verb, to which, we may assume, an agent and/or other
nouns have already been added as appropriate, may optionally become the pa-
tient of another verb, which is specified as a temporal state. Again provisionally,
we might say that ‘temporal’ is lexically specified in various ways:

(5527) temporal — > yesterday, tomorrow, again, ...

In a more complete account, however, narrower selectional units would have to
be introduced. For example, the generation of utterances like the following would
have to be prevented:

(151) *Pahseté ehoyorték ne? Harry Harry will be working yesterday.

Cases like this show that there must be agreement between the temporal adverb
and the temporal inflection of the original verb (Vy). If that verb was past, the
adverbial element must be selectionally specified as past, ete. This requirement
can be captured by restating (S51’) as follows:

pat

(S51) v, ->V Vi
past ) state past ]
futuref temporal fut.urej
& (past | ¢

futurep
¢

That is, the adverbial element must agree as to past, future, or neither with the
original verb. Rule (S52’) then needs to be modified to take such additional
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specification into account:

(852) a, [temporal
past

b. [temporal
future — > tomorrow, ...

] — > yesterday, ...

c¢. temporal —> again, ...

In the following sentences, all of which can be translated ‘He is working again’,
the adverbial element has been lexically specified as ‘again’:

(152) a. Pong hé? sho-yé?te?
b. shoyorté? é-?
¢. sho-y6?te?

(152a, b) differ in their surface treatment of the adverbial element. In (152a) it
appears in the surface structure as a sequence of two units positioned before the
verb and symbolized né he?. In (152b) it appears as a single unit positioned after
the verb and symbolized e-?. Probably there is some difference in meaning which
underlies these surface differences: (152a) seems to mean something more like
‘He is working again now’, in view of the fact that one reflects a semantic unit
‘now’ in other sentences. (152¢) shows another kind of difference. In it, the ad-
verbial element has been postsemantically deleted. Nevertheless, we know in this
sentence that the unit ‘again’ was semantically present because, before the dele-
tion took place, there was a copying of ‘again’ into the patient verb as an inflec-
tional unit, as there was in the other two sentences also. The transformation
which accomplishes this copying can be stated:

1 1
I pat | pat
(T61) v vV -V v
again again again

It can be seen that ‘again’ is represented within the patient verb as a surface
structure vrefix, symbolized s. Without it we would have simply:

(153) hoyé6?te?  He is working,

8.3. Locative adverbs. The following sentence contains an adverbial element
which is selectionally specified as ‘locative’ rather than temporal, and lexically
specified as ‘outdoors’:

(154) Paste thoyo?té? ne? Harry  Harry is working outdoors.

We can thus posit a rule, similar to (S51), which this time introduces a locative
element:

(8S53) Vi-»V Vi
state
locative
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It seems likely that one difference between this rule and (S51) is in its order of
application. Probably (S53) should be regarded as applying before any nouns
are added to Vi, so that the structure of (154) shows the adverb inside, rather
than outside the other sentence:

f_l—’ .

pat agt
v A\ N
state action Harry
locative work

outdoors  descriptive

Perhaps, however, the majority of locative adverbs are not of the simple type
illustrated by ‘outdoors’, but are rather of the type illustrated in the following
sentences:
(155) a. kahetakéwa thoyo?té? ne? Harry Harry is working in the garden.

b. Poneydrke thatkotd? ne? Harry Harry is sitting on the rock.
In these sentences the locative verb (‘in’ or ‘on’) has been expanded by the addi-
tion of a ‘location’ noun. That is, a process like the following has applied:

l loc
(S54) v -V N

locative  locative

where the new noun stands in the relation of ‘location’ to the locative verb. The
essential structure of sentence (154a) can thus be diagramed:

loc pat agt
\Y% N A% N
state garden action Harry
locative work
in deseriptive

Subsequently, in the surface structure, the locative verb roots ‘in’ and ‘on’ appear
as suffixes, symbolized kowd and 2ké respectively, attached to the location noun.
It may be noted that the surface structure verb in sentences with a locative
adverb, sentences like (154) and (155a, b), begins with a prefix symbolized ¢:
thoyo?te?
thatkota?
This ¢ is what earlier writers have called the ‘cislocative morpheme’.?? In the
present framework we can see it as representing a postsemantic absorption by
the original verb of the semantic unit ‘locative’. That is, there is a transformation
which copies this unit into the patient verb when it is present in the adverbial
element:

| pat | pat
(S55) v V -V v
locative locative  locative

22 Another term introduced in Lounsbury, ibid.
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In the patient verb ‘locative’ then appears in the surface structure as the prefix
just mentioned. Rule (S55) tends to be obligatory in the presence of an adverb
like ‘outdoors’, as in (154), whereas it is optional in cases where the adverb con-
sists of a locative verb accompanied by a location noun, as in (155). Thus, the
sentences of (155) might also be:

(156) a. kahetakéwa hoyo?té? ne? Harry  Harry is working in the garden.
b. Pongyirke hatkotd? ne? Harry Harry is sitting on the rock.

where the ¢ prefix is missing. Another postsemantic possibility is illustrated in
(157):

(157) nend: thoyo?té? ne? Harry Harry is working there.

Here the lexical component of the adverb has been deleted by ‘pronominaliza-
tion’. What is left is the unit ‘locative’ only, which is then symbolized neng'.

8.4. Experiential verbs with verbal patients. A quite different circumstance
under which one verb may occur as the patient of another is provided by certain
experiential verbs whose patients may be (or perhaps in some cases must be)
verbs:

(158) a. kehé? Harry ¢hahté-tya? I want Harry to go away.
b. Alice enghwé?s aygt?ahsénya? Alice likes to make baskets.
c. ke?nikohekthd? awa kyo?téha? I dread working.

Each of these sentences contains a state or process verb which requires the ac-
companiment of a patient. Instead of this patient being a noun, it is another verb,
which has one or two nouns of its own attached to it. It would appear to be the
case that in Onondaga a patient verb must be inflected as future, as can be seen in
the prefix symbolized ¢ in the last word of (158a). It may optionally be inflected
as indefinite as well, as reflected in the prefix a in the last word of (158b, c). Let
us assume that the principal verb, the one which allows a verb to be its patient,
must be experiential. If that is so, we can state a rule like the following:

(S56) experiential —> verbal patient

‘Verbal patient’ is a label for a selectional unit which limits the choice of verb
roots to those which have the property of allowing a patient of this kind. Thus, a
lexical rule like the following is called for:

(S57) verbal patient — > want, like, dread, ...

We might allow such a verb to be given first a patient which is a noun, as is
normally the case with a state or process. A noun patient, in fact, is quite appro-
priate to at least some of the verb roots introduced by (857). That is, in addition
to sentences like (158) with a patient verb, we also find sentences like the follow-
ing with a patient noun:

(159) kehé? 47sha-? I want a knife.
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A rule like the following can then be used to replace the patient noun of a verb
specified as verbal patient with a patient noun—one that is, in addition, inflected
as future:

1 —1
| pat | pat
(858) v N-» V v
verbal patient verbal patient  future

This rule is stated as optional in order to allow for sentences like (159) in which it
has not applied. For some verb roots introduced by (S57)—‘hope’, for example—
it is evidently obligatory, however. The semantic structure of sentence (158a)
can be diagramed as follows:

pat

agt exp
Vv v N
state action unique animate
experiential go away animate human
verbal patient  punctual  human first
want future masculine
descriptive Harry

In summary, the principal sentence contains an experiential state verb ‘want’,
accompanied by an experiencer noun, specified as ‘first’, and a patient. This pa-
tient is an action verb containing the verb root ‘go away’, accompanied by an
agent noun containing the noun root ‘Harry’. What happens to this structure
postsemantically needs little comment, in view of the transformations already
stated in chapters b and 6. The experiencer noun is converted into an agent, and
its semantic units, simplified to the unit first alone, are absorbed into the prinei-
pal verb. No semantic units enter that verb from its patient. The principal verb,
then, once it has been linearized, takes the following form:

v

I T 1
agent first want  descriptive

and this arrangement is symbolized k ehe 2. The subordinate verb absorbs the
units of its agent noun, reduced to masculine. It is linearized as follows:

\%

T T T ]
future agent masculine go away punctual

This arrangement is symbolized ¢ ha ahtets a?, phonetically ?¢hahté-tya?. The noun
root ‘Harry’ is retained as a separate word. Thus we arrive at the phonetic output
given in (158a). The other sentences illustrated in (158) have semantic struc-
tures parallel to this one, and are subject to similar postsemantic processes.

8.6. Relative clauses. A discussion of relative clauses in Onondaga can be
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centered around the following example:

(160) warkhwistacheni{? Harry hahwistahto?t{hna?
I found the money which Harry had lost.

The principal sentence here is one that can occur independently as:
(161) warkhwistachéni? I found the money.

Its semantic structure exhibits an experiential process verb root ‘find’, a patient
‘money’, and an experiencer specified as ‘first’. Embedded in this sentence is
another one, which also can occur independently:

(162) Harry hahwistahto?tfhna?  Harry had lost the money.

This sentence has a semantic structure consisting of an action-process verb causa-
tively derived from a verb root ‘get lost’, a patient ‘money’, and an agent ‘Harry’,
who was the one who caused the money to get lost. The rule by which the em-
bedding of (162) into (161) takes place may be stated in roughly the following

way:
part
‘ | rel

(859) N N V N
- -unique  root root
root

That is, any noun which is not unique and which has a lexical specification (as
indicated by the notation ‘root’) may have added to it, in a relation which I
have labeled ‘partitive’ (or ‘part’), a verb. That verb, furthermore, must be ac-
companied by a noun which is lexically specified in the same way as the original
noun, and which is related to its verb in any relation whatsoever—here abbre-
viated ‘rel’ (a cover term for patient, agent, beneficiary, experiencer, etc.). The
function of the partitive relation is to limit the meaning of the original noun root
in the manner specified by the partitive clause. In the present example, the mean-
ing of the noun root ‘money’ is limited to that money designated in the sentence
‘Harry had lost the money’. That is the money which I found, and not anything
else that would otherwise be comprehended by the noun root money. If we apply
(859) to the semantic structure of (161), and specifically to the patient noun
containing the noun root money, we arrive at the following semantie structure,
which is that of sentence (160):%

28 ] omit a variety of relevant considerations, some of which are discussed in Chapter 18
of Meaning and the Structure of Language.
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!7 1
pat
1
part
' 1
pat agt exp
v N v N N N
process money action money unique animate
experiential process animate  human
find get lost + causative human first
punctual descriptive masculine
past perfective Harry
past

Again there is little that need be said concerning the postsemantic transformation
of this structure into the eventual phonetic output given in (160). The experiencer
noun of the principal verb becomes an agent and its units are absorbed into
that verb, along with the patient noun root ‘money’. The result is the word given
in (161). The subordinate verb incorporates its own patient noun root, the same
that was incorporated into the principal verb. Its agent ‘Harry’ remains as a
separate word. These transformations in themselves produce the sentence given
in (162). The complete sentence takes the shape of (160). It may be noted that
there is no ‘relative pronoun’ as such. Aside from the word order, which tends to
place the principal verb first, and the inflectional specifications of the verbs,
which are significant in this example, it would be impossible to tell from (160)
which sentence is embedded in which. The reverse embedding, however, would
here result in the following:

(163) Harry warhahwistahto?td? akhwistache'-nyéhna?
Harry lost the money which I had found.

in which both the word order and the inflections of the verbs are reversed. In
other sentences other factors may indicate which of two verbs is subordinate. In
the following, for example, the presence of né? helps to make clear the subordi-
nate position of the sentence translatable as ‘I bought a horse’:

(164) kahwishé? kohsatés ne? wa?khni-ng?
The horse which I bought is strong.

(rather than ‘I bought the horse which is strong’). ‘Horse’ is a noun root which
cannot be incorporated. Since it oceurs in both sentences in (164), it isdeleted from
one of them by pronominalization. Normally it is deleted from the subordinate
sentence, evidently leaving behind né? as a clue that a noun root was once there.
Pronominalization may also take place in both the principal and the subordinate
sentences, as in the following:

(165) sakechen{? ne? akahtg?t{hna?
I found again what (that which) I had lost.
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8.6. Possessives. Like many languages, Onondaga has a special ‘possessive’
transformation when there is an embedded relative clause whose verb indicates
possession. The characteristics of the Onondaga verb ‘possessed’ as a principal
verb root were discussed in Chapter 2. In the semantic structure of a sentence like
the following there is evidently a relative clause containing this verb root:

(166) warkatkathwd? Harry hohg-wa? I saw Harry’s boat.

The principal sentence here consists of a verb containing the verb root ‘see’
accompanied by a first person experiencer noun and a patient noun containing
the noun root ‘boat’. If this clause constituted the complete sentence we would
have:

(167) warkatkathwd? kah6 wa? I saw the boat.

In (166), however, the patient noun containing ‘boat’ is modified by a relative
clause whose verb contains the verb root ‘possessed’. If this clause were a sen-
tence by itself, we would have:

(168) Harry hoho-wi-ye? Harry has a boat.

What is special about the surface structure of the complex sentence (166) is that
the verb root ‘possessed’ is not represented at all. It has been postsemantically
deleted, and we might want to say that its place has been taken by its own
patient noun. For the semantic beneficiary noun, transformed into a postse-
mantic patient, has some of its semantic units reflected in a masculine patient
prefix (symbolized ho) attached to a surface noun (hohgwa?) rather than to a
surface verb (hohgwayé?, as in (168)). Let us diagram the semantic structure of
(166) as follows:

pat
part

pat  ben exp
v N V N N N
process boat state boat unique animate
experiential benefactive animate  human
see possessed human first
punctual descriptive masculine
past Harry

The transformation we are concerned with now may be stated in this way:

part

pat ben ‘ ben
4 N — N N

(T62) N W N
possessed
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The primary effect of (T62) is to delete the entire verb containing ‘possessed’.
At the same time the noun of the relative clause, no longer having anything to
be attached to, and being present in the principal clause in any case, evaporates.
The beneficiary noun of the relative clause cannot evaporate, since it contributes
information not contained elsewhere in the sentence. Instead, it attaches itself
to the first noun, just as if the latter were its verb. Indeed, the usual process by
which semantic units of a noun are copied into its verb apply in this case to
copy semantic units of the beneficiary noun (which becomes a patient) into the
other noun, which acquires thereby the prefix ho otherwise found representing
the patient of a verb. Rule (T62), then, transforms the semantic structure dia-
gramed above into the following:

1
pat

hen exp
\% N N N
process boat unique animate
experience animate human
see human first,
punctual masculine
past Harry

The beneficiary becomes a patient, and is represented in part by the prefix ho
attached to ‘boat’, in part by the separate noun root ‘Harry’. The experiencer
becomes an agent, and is represented by the prefix symbolized % attached to the
verb root ‘see’. Thus we have the output given in (166). What happens, however,
if the patient noun root of the principal verb is incorporated into it? Incorpora-
tion did not take place in (166) because the verb root ‘see’ which is present there
is one that resists incorporation. We might consider sentences like the following:

(169) a. Pakhowahsé? My boat is new.
b. Harry wa?hakhowahni'-ng?  Harry bought my boat.

Here the noun root ‘boat’, being the patient of the verbs specified as ‘new’ and
‘buy’ respectively, is incorporated into the surface verb. This would seem to
leave the beneficiary of ‘possess’ in these sentences sitting high and dry, having
lost not only its semantic verb but also the noun to which it becomes postseman-
tically attached by (T62). The examples show, however, that this beneficiary
noun, subsequent to the incorporation which takes away its noun, follows after
that noun and attaches itself to the principal verb also. Hence we end up with
first patient prefixes in both (169a) and (169b); in the latter, the combination of
masculine agent and first patient is symbolized hak.

8.7. Body vs. spirit. Sentences like those of (169) permit mention of an in-
teresting way in which, it seems to me, the semantic resources of Onondaga
may differ from those of English. We might take the following sentence as an
illustration of this point:

(170) ?akyartang'weh My body is wet.
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The semantic structure of this sentence is parallel to that of (169a), with the
noun root ‘body’ (symbolized ya?t) in place of ‘boat’ and the verb root ‘wet’
(symbolized ngwe) in place of ‘new’. The postsemantic treatment is identical to
that of (169a). Now the verb root ‘wet’ can occur only in a verb which contains
the selectional unit ‘-animate patient’; that is, only an inanimate noun root can
be said to be wet in Onondaga. ‘Body’ is such a noun root, and thus the semantic
structure of (170) is allowed. But it is impossible in Onondaga to form a semantic
structure whose direct translation into English would be ‘I am wet’, ‘Harry is
dirty’, or the like, for such sentences would have animate patients associated
with verb roots that will accept only -animate patients. Whereas in English a
person can be said to be wet or dirty, in Onondaga only a person’s body can be
given such qualities. This fact might suggest to the reader with a Whorfian
orientation that Onondaga speakers make a more fundamental distinction than
we do between a person as a spiritual, incorporeal being, and a person’s body as
a material object.

8.8. Inalienable nouns. There is one other fact about possessives which seems
important enough to mention here. It is necessary first to point out a fact about
certain simple sentences containing a benefactive verb which was not pointed
out during the discussion of such verbs in chapter 2. We can compare the fol-
lowing two sentences, the first of which was cited in that earlier discussion:

(171) a. Harry hong?waé-ta? Harry has a head (attached to him).
b. Harry ha?nyg-ta? Harry has a hand (attached to him).

It may be noted that, while (171a) shows the masculine patient prefix symbolized
ho that we would expect as a reflection of a beneficiary noun, (171b) shows the
masculine agent prefix, symbolized ha. This peculiar postsemantic treatment
seems to be accorded most beneficiary nouns when the patient of the benefactive
verb is selectionally ‘inalienable’, to use the standard term for things which
cannot readily be removed from one’s possession. In other words, a noun may
be selectionally specified as inalienable, and this semantic unit must be present
for the choice of a noun root like ‘hand’. We can, then, posit a transformation
which makes a beneficiary noun an agent rather than a patient in case inalien-
able is present in the patient noun of the same verb:

pat ben ‘_ﬁt—__—:]gt

(T63) vV N N -V N N
inalienable inalienable

This rule must be applied before (T18) of Chapter 6, which changes the remaining
instances of ‘beneficiary’ to ‘patient’. (T63) accounts for the surface structure
of (171b) with its agent prefix, but what of (171a), which has the patient prefix
which would be expected if there were no such transformation as (T63)? It would
certainly seem that a head (or a heart, as indicated by sentence (15a) of chapter
2) is just as inalienable as a hand, if not more so. The situation is much like that
which we find with respect to ‘gender’ in a number of languages. In German, for
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example, feminine is a semantic unit, but its semantic distribution does not ex-
plain the different surface ‘articles’ in die Frau and das Weib. Just so in Onondaga
both ‘head’ and ‘hand’ are semantically inalienable, but the difference between
(171a) and (171b) does not reflect this semantic sameness. What can be said is
that a few particular inalienable noun roots, like ‘head’ and ‘heart’, prevent the
operation of (T63), so that the subsequent application of (T18) transforms the
beneficiary noun into a patient, not an agent. (Another expedient would be to
posit the deletion of inalienable from the selectional units associated with these
particular noun roots before the application of (T63), so that this rule would not
be relevant; this alternative might better reflect the feeling that ‘head’ and
‘heart’, although semantically inalienable, behave postsemantically as if they
were alienable.) But this subject was raised here to account for the fact that we
find words like the following:

172) a. ha?nyérkeh his hand
b. haPng-td?keh  his leg

where, just as in (171b), there is an agent prefix where a patient might have
been expected—might have been expected, that is, except for the operation of
(T63), which affects the beneficiary noun of a subordinate relative clause just as
it affects such a noun in a principal clause. It is the inalienable character of
‘hand’ and ‘leg’ that leads to the prefix symbolized ka in (172), as it did in (171Db).
And again, the particular noun roots which prevent the operation of (T63) in a
principal clause do so in a subordinate clause also:

(173) hong?wé?keh his head

Since it has been illustrated in these examples, mention must also be made of
the fact that the words in (172) and (173) have the surface form of adverbials
meaning ‘on his hand’, ‘on his leg’, and ‘on his head’. Each of these words is, in
fact, ambiguous, and could also stem from a location noun of the type described
in 8.3. In (172) and (173), however, all the words are intended to reflect simple,
nonlocative nouns. The suffix ‘on’, symbolized ?ké, is introduced postsemantically
in the case of certain possessed noun roots. It may be that the presence of a
semantic unit dictates the introduction of this suffix, which seems to be found in
the surface structure of most or all possessed noun roots whose meanings have
to do with external body parts—those which can be seen, perhaps, without resort
to dissection. Thus, ‘heart’ does not acquire this suffix:

174) hawe ydhsa? his heart

but ‘hand’, ‘leg’, and ‘head’ do, as has been illustrated.
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