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Abstract

This dissertation describes the Eastern dialect of Kayah (also known as Red Karen), a
lahguage of the Karen group of the Tibeto-Burman branch of the Sino-Tibetan lihguistic
stock. Kayah is the major language of the Kayah State of Burma, and is also spoken ina
small area of Mae Hong Son province in northwestern Thailand, where the data for this
grammatical sketch was recorded.

Kayah is tonal, monosyllabic (with familiar qualifications), and lacks affixational
morphalogy except in relic form. Compounding, however, is extensive, involving both
nouns and verbs.

After brief descriptions of the phonology and the nature of the morpheme and form
classes, a fairly detailed description is given of the Verb Complex, a potentially very

_ c__qmplicated structure centered around the main verb of the simple clause. Kayah is
typical of languages of the mainland Southeast Asia-southern China li.nguistic area in
having verb serialization (also 'verb series’, 'verb concatenation’). It is unusual in
combining tasic SVO typology with extensive use of immediate concatenation of verbs,
with no intervening arguments, a trait more typical of the verb-final languages of the
area. It is argued that these constructions inKayah are best analyzed as compounds,

formed in the morphology/lexicon, rather than syntactic phrases, whether




base-generated or derived by transformation, The lexical structure of these compound
verbs is described in terms t;f (a version of) current morbhological theory.

‘Other chapters describe clause struc@ure; the syntactic behavior of the NP, PP and
Numeral-Classifier construction; sentence types; and an outline cf intel;clausal syntax

(nominalized clauses, attributive clauses, and clause sequences).
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0. Introduction.

0.1 Kayah, Karen, Karenni.

The language described in this study is best referred to as Eastern Kayah, indicating
that it belongs to the Eastern division of the Kayah group. Kayah in turn is a Central
Karen language, and Karen is a major subdivision of the Tibeto-Burman branch of
Sino-Tibetan. Kayah is thus very closely related to 1anguages like Padaung and Bré; less
closely to other Karen languages like Sgaw, Pha and Pa-0 (Taungthu); more distantly to
hundreds of languages including Burmese, Tibetan, Lahy, Yi, Lushai, etc., etc.; and most
remotely to Chinese.

Eastern Kayah would be more accurately referred to as 'Kayeh', since one of the
isoglosses separating the East and West dialect groups is the correspondence East /¢/ =
West sa/ after the palatal semivowel. The ward for ‘person, human’, also the
self-designation of the ethnic group, is thus /kaja/ in the Western group and /kajg/ in th
Eastern. | have decided to retain 'Kayah', since it has already some currency in Burma
(most saliently, perhaps, in the name of Kayah State) and in the Western
anthropological/linguistic literature (especially via the writing of F. K. Lehman). From
the linguistic and ethnagraphic point of view, '‘Kayah' is as valid and unitary as most
other ethnic groupings; also the peaple themselves recagnize their overall identity. For

these reasons it is preferable to use a single term for all subgroups and dialects.



Karen is distinctive among Tibeto-Burman groups in several ways. Its tonal system
can be shown to have develaped from a two-(possibly three-)tone proto-system, with
splits and mergers determine& by features of initial consonants. [n this it resembles
only Lolo-Burmese and possibly Tamang (but the latter is not a major branch of the same
gegree as Lolo-Burmese or Karen). |t resembles no ather Tibeto-Burman language in its
syntactic typology, which is SVO. [nboth of these features Karen has affinities with the
linguistic stocks to its west, namely Kadai, Miao-Yao and Sinitic; in its SVO typology it
also groups with Mon-Khmer. These affinities are surely areal in nature, and only to be
expected of the southernmost Tibeto-Burman group (also nearly the easternmost: only
Loloish extends further in that direction).

‘Central Karen' is essentially a geographic term, which may nevertheless turn out to
be a valid unit of linguistic subgrouping as well. It refers to the Karen languages (with
the exception of Paku, which is either a dialect of or closely related to Sgaw) spoken in
and immediately adjacent to the area now known as Kayah State, formerly Karenni (more
fully, 'The Karenni States’; cf. 'Shan States’, now Shan State). These include, besides
Kayah, lanquages that have been referred to as Padaung, Bré, Yintale, Palaychi, Mopwa,
and many more. Actually the faregoing is more accurately interpreted as a list of
designations than of valid, commensurate ethnic or linguistic groupings. The situation in
the Central Karen area is complex in the extreme: the ethnolinguistic groupings are in

themselves complex, with extensive ‘dialect chain' phenomena, and this is complicated



by the nomenclature, which mixes self-designations and exonyms (Matisoff 1986) with
abandon. Many of the latter are deictic in nature, with meanings like ‘people upstream’ or
‘westerner’, and so naturally change their referents as their users progress upstream,
westwards, etc. The reader is directed to Lehman 1979 for some additional discussion
of these matters.

The Kayah are numerically the dominant group in the Central Karen area. This area,
as its former name 'Karenni states' suggests, has a histary of state-levei political”
culture of a sort, and varying autonomy. It has cansisted of between three and five
states, with the states of Kyebogyi, Bawlakhe, ;nd Kantarawady having the most
continuity. Kantarawady comprises the territory east of the Salween, and the
closely-similar dialects here referred ta as East Kayah could appropriately be identified
as the Kantarawady dialect or dialect group.

The variety of Eastern Kayah described here is spoken in several villages just to the
south and southeast of Mae Hong Son town in northwestern Thailand; it thus lies onthe
eastern extreme af the Kayah-speaking area. My division of Kayah into Eastern and
Western is really no more than an assumption, and is undoubtedly an oversimplification;
it does agree with the distinction used by Eastern speakers themselves ( Zibe /ébéthe
‘Eastern speech', 2ibe /&bénd 'Western speech’). There are undoubtedly dialectical
differences within East Kayah; for instance there is a slight but noticeable difference

between the Kayah spoken to the north of Mae Hong Son town and that spoken to the south.



The two dialects are known to the Kayah as 4€ &£ ‘upper’ and 4€ 4/ 'lower' (the language
described here is of the 'lower' variety).

0.2, Data and Theory.

Data The language described in this work is that spoken in three villages just to the
south of Mae Hong Son town. They are

1. ThA Médx LE KhA (Thai &/xin iiiay gyz ), at an elevation of abaut SO0 meters on a
mauntain( d2z; k/nin iigf gya ) on the right bank of the Paaj river;

2. Rus3 LE 'rotten snake creek’ (Shén haj 59 thaw, Thai hdaj sya thdw ‘old tiger
creek'), about two-thirds of the way down the mountain;

3. ThA Méds LE Cha (Shan waan h2j /39, Thai Adaj gya ), on the opposite bank of the
river.

ThA MEdx LE KhA is the oldest; people from it later founded Rus3 LE, and still Yater
some moved farther down to ThA MEdxs LE Cha, which | believe was originally a Shan
village. In any case the Kayah of ThA Méds LE Ch3 live mixed with Shans, and most or all
of them speak at least scme Shan,

The main informant was 25 years ald, a native speaker of Kayah. Her home is in Huai
Dya and in addition to Kayah she speaks Shan and Standard Thai, the latter learned during
attendence at a government elementary school in Chiang Rai province.

The data was gathered during the period February 1983-March 1984; it consists of

abaut 350 pages of transcribed texts and perhaps 200 pages of notes,




Theory This study is 'data-oriented’; that is, it makes use of theory as a means of
getting at an understarding of Kayah grammar, and as a framework for representing that
understanding. Since i do not stick to any one particular theory, my approach might be
considered to be of the sort that has been labeled *atheoretical’; however | do not feel
that to be a very accurate label. It is doubtful that it is possible at all to be without a
theory, strictly speaking: even the most basic decisions, such as what counts as 'data’,
and which portions of the data are relevant to which other portions, are nothing if not
theoretical decisions.

My approach might bé better termed pantheoretical. | hope | have not simply taken a
bit from this theory and a bit from that theory, rather | have operated with the feeling
that much of what is presented as conflicting views is underlain by a great deal of
agreement on basic concepts. | have in mind particularly all theoretical views that have
room for the notion that there is some significant aspect of human speech that is best
described in terms of abstract farmal structure. There are of course approaches that
exclude even that moderate a stance, but they have not appealed tome as a
grammar-writer.

If one admits the usefulness of formalism, one may still be accused of getting things
backwards: clearly a significant proportion of current linguistic research is based on the
assumption that the task of linguistics is to discover the best theoretical formalism, in

which task data is (only) a means ta an end. | may be accused in this study of rather




using theory as a means to the end of description. | plead guilty, but | have not seen
anything to convince me that there is any contradiction; to use the words of Chomsky
(1982, p. 19), | do not see how one can find out about ‘the arrangement of data in the
environment’ Without also contributing to knowledge of 'the nature of the human mind’,
and vice versa.

This study may be censidered an experiment in what happens when one tries to
describe the 'whole' grammar of a language without either ignoring the past 25 years of
linguistic research or constructing a new theory of one's awn that will set it all right.
One thing that happens is that it is difficult to keep everything sketchy. Thus the 'sketch
portion aof this study is made up of Chapters 1-2 and 6-9; Chapters 3-5 are an
investigation of multi-verb canstructions that goes into some detail of both data and
formal interpretation.

There is another sense in which this work is a sketch: while recoagizing that
delineating an abstract, formal grammar is essential to the description of a language, it
is nat the end of it. There are alsa non-abstract, and ultimately non-linguistic factors at
wark whose effects can be seen at every level of linguistic structure. Fraom that point of
view this sketch is the first step in a description of Kayah: the second step awaits an
investigation of the discourse, pragmatic and social factors bearing on Kayah grammar,
and it is to be anticipated that many points will need to be restated as a result of such

aninvestigation.



0.3. Abbreviations, Conventions, Transcription
Conventions inGlosses.
Example sentences are cited as in the following example:

(12) 2achui 2ul 13 pichaa vEte nE mi nA pw
3 burn smolder use-up complete mine Ne fire two cif

She burned up two of mine [blankets] (with fire). (272.3)

The form is: first line: example number, Kayah sentence; second line,
morpheme-by-morpheme gloss; third line, free translation followed by a formula
indicating the example’s source. The example numbering (in parentheses) starts over
with each chapter. In interlinear glosses, certain conventions will be followed.

1. Compound words will generally not be analyzed; e.g. 46 se p/2 will be glossed
simply as 'eye’ without identifying the components 4 se 'face’ and /2 ‘'small round
object’; similarly 74 ca 'lower-garment + shirt - clothes’ is glossed simply ‘clothes’, d¢
si plo 'put + heart - decide’ is simply ‘decide’, and so on,

2. Pronouns are glossed with numerals, plus s’ for singular and 'p’ for plural if
number is distinguished; thus v£ is '1s’ for ‘first person singular’. Number is not
distinguished in the third person, but there is a special ‘obviative’ form (see 6.3.2, 7.1),
glossed ‘30BV'. Gender is not distinguished, so that '3’ actually indicates

‘he/she/it/they/him/her/them’,



3. Some grammatical morphemes whose meanings are not amenable to a one-word
English gloss will be marked by a capitalized version of their phonemic transcription; e.g
n1, amorpheme with nominalizing, demonstrative and other functions, is glossed as NA.

4. Many-word English glosses of single Kayah morphemes are hyphenated, as /4
"lower-garment’, ¢ ‘dip-up'(e.g. water).

S. Ingeneral, interlinear glosses are intended only to identify morphemes, not to
give a fully accurate translation. Thus /44, strictly meaning any _Iower garment, may be
glossed ‘pants’,

in the free translation, items in brackets are supplied to clarify the English, but have
no overt equivalents in the Kayah; items in parentheses correspond to elements in the
Kayah that are normally not expressed in English. Where English and Kayah items
correspond, but with discrepancy in degree of semantic detail, the difference is left for
the reader to infer from comparison of morpheme glosses with the free transiation; e.g.
while the pronoun 2z does not specify gender, it is clear from the context of the above
example that the person referred to is female, and this is reflected in the free
translation (English has greater detail). Conversely &7 ‘cooked rice’, /¢ 'husked raw rice’
and 402 'unhusked rice' are all rendered as 'rice' in free translation (Kayah has greater
detail). Sometimes considerations of space prevent putting these full meanings in the

marpheme gloss; thus the three morphemes just mentioned are usually glessed simply

‘rice’ in the morpheme-by-morpheme gloss as well. It may be pointed out that the



difference will often be evident from context; thus &7 in e af, glossed ‘eat rice’, clearly
refers to cooked rice.

Bracketing

When constituent structure seems relevant, the following symbols will be used:

[l.. .|| clause boundaries

|...| boundaries of the VC

i divides NP's, PP, CIfP (NP boundaries not shown when

they caincide with clause or VC boundaries)
[...] embedded clause (usually relative clause)
example:

?a| khé po [thuGi ds mi ki@ §isdbe ibda |
he shoot additionally bird at forest among 3 ciIf and-then

He shot three more birds in the forest, and then. .,
The bracketing shows a 'flat’ structure; in fact there is evidence for more
hierarchical structure, as will be discussed, but it is usually derivable from the

constituent boundaries as given by the bracketing. The example sentence would be

[Sle?a] [Vp[v{vckhé pf)] [Npthuﬁ ]v] [ppdf‘ mi klé ] [lepsa be:lvp][ptcbaﬂl ]




Abbreviations:

AMB ambient noun & ~ &6

cMp comparative Verb Particle /% 'more than’
coMm comitative Verb Particle £4

DCL declarative Verb Particle wa

DUR durative Verb Particle pa2

IRR irrealis: Clause Particle pa
NEG negative: Clause Particle fo
NS new situation: Verb Particle 4
oBv obviative pronoun /7

0S older sibling

PTC Verb Particle or Clause/Sentence Particle, with insufficiently-analyzed
meaning

shdy somebody

stg something

TRN transfer of possession; Bound Result Expression o2

\&) younger sibling



Sources of examples. The number in parentheses following the free transiation
indicates the source of the example. Decimal numbers refer to transcribed texts (page
number/decimal point/line number); notations with a slash indicate elicited examples
(location in my notes identified by date). 1t has been thought worthwhiie to give readers
an indication of whether the examples are spontaneous or artificial. Examples with no
indication of source are mostly instances of simple, well-supported patterns for which
the available examples are unsatisfactory (e.g. contain material that is irrelevant to the
point under discussion, but that would require explanation). | have attempted to keep

this last type to a minimum.

B



Iranscriptions of non-Kayah languages.

Written Burmese Okell's (1971) recommended transliteration, but with grave
accent (3) for creaky tone; modern spoken pronunciation in IPA

Chinese(Mandarin)  pinyin
Kayoh (Bré Karen)  my notes®
Mien Yao Downer 1961, with /c ch / for /kj khj gj/

Pa-0 (Taungthu) Jones 1961*

Pho Karen Jones 1961*
Shan Egerod 1957
Sgaw Karen Jones 1961*

Thai (Standard) Haas'
others are as in cited sources
“the Karen languages are cited as in the sources except that the tones are converted
into the historical categories, essentially as in the works of Haudricourt (see 1.7 for
explanatian of the categories).
*for Shan and Thai | substitute /p t k/ for Egerod's and Hass' final /b d g/. Note also
that the high back unrounded vowel, written /y/ in bath; may occur as an off-glide in

Shan: thus /13y/ ‘where' is phonetically [laup>).

12



1. Phonology

L1 Syliable Structure

The structure of full (non-prefixial) East Kayah syllables may be represented as
follows:

.
(CHCHBIWV

where T eguals a tone; t:1 is any consonant; C2 is a liquid; G is a glide (w or j); and V
is a vowel. The cambination of Cy+ C2 is further referred to as the initial, simple or
cluster according to whether the C; slot is empty or not. Similarly G + V is known as the
rhyme, simple or complex according to whether G = € or not. The presence of Coentails

the presence of C,, but it is possible to have G with zero Cy. That is, the following

combinations are possible (T present in ali): V, GV, CV, CGY, CCV, CCBV.

13



1.2, [nitjals,
Simple Initials

labial dental alveopalatal  retroflex velar  glottal
voiceless p t c k (?)
unaspirated '
voiceiess ph th ch kh
aspirated
voiced b d (j)
nasal m n n
voiceless 5 h
fricative
voiced w l () r
continuant

Notes on initials.

1. Aspirated stops and affricate are unit phonemes.

2. /cch/ are alveopalatal affricates [tg tg' ). /ch/ is occasionally realized with no
stop component, as a slightly aspirated fricative [¢" ).

3. /j/ varies between standard palatal glide and voiced palatal fricative, also
occasionally appearing as a slightly prenasalized alveopalatal affricate [ "dg), especially
in the Low Falling tone.

4, /s/ is an alveolar or dental flat spirant. For some speakers it is strongly dental or

even interdental, but this is more characteristic of West Kayah.
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5. /n/ has allophone [f~p] (fronted velar or palatal nasal) before front vowels and
glide /j/. Otherwise it is velar [n].
B. /b d/ are vaiced stops, with little or no implosian. They may be prenasalized. in
connected speech (i.e. intervacalically, since all East Kayah words end with a vowel).
7. /w/ is usually labiodental [v], and will be so written henceforth for convenience.

8. /r/ is usually aretroflex approximant similar to Mandarin Chinese /r/. In
emphatic speech it may be an alveolar trill. As G, in clusters it is largely or completely

devoiced by simultaneous aspiration, approaching {s].

9. Two types of free variation seem confined to certain morphemes: [ph~h~ 0] in
/phé/‘enly'(a Verb Particle); and [k~?~0] in /kuk13/'head' and /kdk1é/'swidden’. The
former type is also found in [hu~u) ‘diminutive suffix', related to /phi/'child’, but here
there is a difference in grammatical category.

10. Zero initial: in non-particles this is realized as either glottal stop or zero, the
former more common after pause or in emphatic speech, the latter more common in
connected speech. In particles it is always zero: the clitic nature of particles finds
phonetic expression in their being fused to the preceding morpheme if they begin with a
vowel. There are two possible treatments of these facts. First, the phonology could be
made sensitive to the morphosyntax by making the required (vs. optional) realization of
/0/ as zero to be a consequence of the grammatical cateogory of the morpheme in

question. There are similar differences of particles vs. other classes in the realization
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of tone, and it is not unheard of cross-linguistically for such a form class to have its
own phonological peculiarities. Alternatively, a contrast could be recognized between
phonemic glottal stop and phonemic zero: /2/> [ ~ 0] and /0/ > [0]. This would be
slightly more cumbersome notationally, but would not require any grammatical category
of morphemes to be directly hooked up with the phonology. (on the other hand, the

phoneme /0/ would occur only in particles). Actual minimal pairs are few; so far only

three are known:
?) ‘pond; to bark' 3 'Sentence particle (prompt-que “ions)
¢ ‘many; to call' e 'Sentence particle (meaning unknown)'
»{ ‘classifier for books' @ 'diminutive suffix'
Examples:
ma tha *2 ‘it's a pond' ma tha o ‘it's water, huh?'
kajE 1i *0 'Kayah book' kajE 1i G 'the Red Kayah' {full self-designation
of the Kayah).
Cluster Initials
pl phr
ki khr

In clusters, there is compiementary distribution between aspiration and the 1/r
contrast; either may be treated as redundant. If such mutual determination is considered

undesirable, there is one bit of evidence for choosing the 1/r difference as fundamenta):




simple aspirates never occur in the low falling tone, but [phr khr] do quite frequently. In
other words, aspiration in clusters has different phonological behavior from aspiration
in simple initials. Historically it is in fact the i/r contrast that is significant, with
aspiration being a side effect of the medial /r/(cf. the Tai languages, where /h/ is

common as a reflex of *r),

1.3._Rhymes
Simple Rhymes (the vowel system)

Notes
1. /i u/ are cardinal [i u}.
2. /a/ is a low central [Al

3. /e o/ are slightly higher than cardinal.
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4. /e3/ are cardinal [e 2); /€/ is not as low as the [@] of Thai which is often
transcribed as (g},

S. /w/ is a centralized high back unrounded vowel, more central than the similar
vowel of standard Thai, but not a fully central [i].

6. /¥/ is a slightly centralized upper-mid back unrounded vowel, very similar to the
/¥/ of Thai and Shan (which is often trascribed '9'), and occuring almost exclusively in
Thai or Shan loanwords.

7. /M is acentralized version of cardinal [A), similar to the English vowel often
transcribed with 'the same symbol (the vawel of &, gum, hug ete.)

8. All vowels except /i ua/ are raised under the low-level and low-falling tones.
/w/is slightly lowered under the high tone.

9. The phonemic status of /¥/ is solid anly in the high tone, cf.

dul cut, slice d& at(prep.) dA give

tud just now ts chest, box -

sul wrong 5% insert -

chud kir}d’le — cha clear; ten
jul shrink - jA (aparticle)

The total number of occurrences of these three vowels in high-tone words is (from

about 1800 words) 17 w: 103 :6 A . Three of the wards with /a/are particles.



in other tones, words with /3/ are rare, and include many Shan/Thai loans, e.g. m
‘'city’ (Shan méq = Thai myan), mé ds ‘Ficus' (Thai madya= Shan maak 13).

Lompound Riiymes

wi wa we
ja jo (jus)

The onglides / j- w-/ are usually closer to [-e-] and [-0-] respectively. There is at
least one form /pja/ which may result from a fusion of /pe/ + /a/ (see 4.5).

/jw jo we/ are relatively rare. The first occurs only in one word so far racorded:
tha khjw ‘the Salweenriver'. /jo/ similarly occurs only in the common word mjo ‘type,
kind' (from Shan/Burmese). /we/ is more common, but seems confined to Shan and
Burmese loanwords, e.g.

cwe habituated wiritten] Blurmese] cwai stick fast in, adhere,
use habitually, chronic,

pwe celebrate, festival WB pwai id.

jwe small change Shan joj id. (cf. Thai j32j 'break up into small
particles')

Nate that the rhyme spelled '~wai' in WB is pronounced [-we ] in modern Rangaon

Burmese.
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/wa/ occurs with all initials (including O) except /v/. /wi/ occurs with all simple
initials except /v t n h 0/. / ja/ occurs only after labial obstruents and
simple(non-cluster) velars.

1.4 Tones

There are four major tones plus one marginal one.

mid - 33 &
low level Lo 22 a {unmarked)
low falling K, 21 &
?
high [ 55 &
high falling [N 52 a8 (see below)
Examples:
ré across ko blow away
re all over, at random ko general classifier
ré trellis ko wear on head
toré wax k6 do temporarily
c5kare o2 otter chiko®2 shrimp

The faorms given above are those faund in isolation or before pause. In this position all

but the mid tone end in glottal stop. The low-falling tone goes to the bottom of the vocal




pitch register and thus terminates with a very brief stretch of creaky voice shading
immediately into glottal stop. Mid tone syllables are slightly longer than those with other
tones, but this difference disappears in connected speech. In connected speech pitch and
contour are the functioning cues; the final giottalization disappears, except that there is
aslight iendency for low-falling tone words to retain it, in the form of creaky voice,
probably as a concomitant of that tone's very low terminal pitch.

The sentence particles have speciai characteristics relating to the glottalization
feature of tones, as they do with zero initial. The distribution of glottalization is often
reversed: the mid tone often has final glottal stop, especially in the Sentence Particle
pa ‘irrealis’,while other tones seldom do. There is also a Sentence Particle, meaning
‘only’, with the anomalous phonetic shape [to:n]; i.e. low level tone with long vowe] and no
final glottal stop. This seems to contrast with the negative morpheme /to/, alsoa
Sentence Particle, but with the short vowel and pre-pause glottal stop standard to the
low level tone. One might consider setting up a distinctive final consonant /-2/ on the
basis of this contrast, but it would occur only in the first morpheme mentioned. There is
also some evidence that the two particles are in complementary distribution
syntactically; see 6.6. In the meantime | will adopt the spelling /too/ for the particle
‘only’. This may be taken to reflect a speculation that the form is actually a fusion of two
syllables /to/+/0/; if there were such a combination, it would in fact have the phonetic

shape described, given what was said above about the zero initial.
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Note that the final glottal stops are considered features of the tone. They are not
etymological: neither the low-level nor the low-falling tones descend from *stop-final
syllables, while the mid tone does include reflexes of such syllables (see below).

in a sequence of two mid tone words, the first may have a slightly lowered tone. The
beginning of the low-level tone may be raised by a closely~preceding high-tone sylable;
thus the pitch contours of 4dma ‘fingernail’ and 4dm/ ‘tail’ are very similar, and the two
words are distinguished (apart from the vowel difference) by the presence of creaky voice
in the latter as much as anything else !

There is no tone sandhi properly speaking; that is, shift between tones conditioned by
the tones of adjacent syilables, often with morphological relevance.

The relative lexical frequency of the tones is as follows: low-level > mid > high>
low-falling > high-falling. The high-falling tone is quite rare, occurring most often in
animal names and some other polysyllabic morphemes. But minimal pairs can be found:

ple52 bat teple over (turn _, once )

+

toplé one layer; one arrow

di he“2 kind of frog di hé frog says
di beo2 paper wasp di b yellow rice
5552 same as s€ back at, in response

Since an apparent high-falling tone can be produced by a high tone syllable foilowed

by a low-level or low-falling tone syllable with the same vowel and zero or /?/ initial,




(e.g. le ?e ‘forage for stg' in connected speech is phonatically identical to a hypothetical
V'Iesz), and since the high-falling tone is lexically infrequent, it would be possible to
analyze the high-falling tone as a high tone syllable followed by a fow-level tone suffix
with zero initial and vowel copying the vowel of the preczding syllable. Vowel harmony
of this sort occurs in other affixes (see 1.5); on the negative side, the proposed suffix
would only occir after high tone syllables, as there are no examples of mid or
low-falling tones with this low-level copy vowel following; i.e. no instances of tones
[31]or[21:). These facts could indicate that addition of the proposed suffix also
conditions a change to high tone for the preceding full syllable. Henceforth | will
represent the high falling tone as a suffixed /a/: this vowel will also be used to write
the vowel of prefixes which also copies the following vowe! (see next section). For
example, ‘bat’ is written /taplea/, ‘cockroach’ is /1o kia/, and so on; see 2.3 below for
further discussion.

Support for this analysis can be found in cognate forms in the 'upper'(£é& /) dialect
of East Kayah (spoken ta the north of Mae Hong Son town, and otherwise very close to the

dialect described here) and in West Kayah (V signifies breathy voice:
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East East(upper) West
crab chwa khr{22 chwa khreo2 (guo)
bat l:aples2 l:apleus2 plE
otter £5 kare™2 €3 kergud? tsd karj,
shrimp chi ko2 - si kg
cockroach 13 ki®2 -~ kK

The 'upper’ East Kayah forms show the suffix in a less reduced form, with its own
vowel quality (back rounded non-lfow; the difference [o~u] is probably just hesitation
during transcription). The West Kayah cognates show that the preceding full syllables
originally had a variety of tones; the regularly corresponding (and synchronically
underlying?) forms in East Kayah would be teplé ‘bat’, ¢ karé ‘otter’, chi k6 ‘shrimp’, and
12 Ki "cockroach’ (the West Kayah ‘crab’ is cognate only to the first syllable of the East
Kayah forms).

Bhonology of Prefixes.

Prefixes are proclitic syllables with a characteristically reduced range of
phonological values, always preceding a full syllable, with which they form an iambic
rhythm (unstressed-stressed). There are two subtypes:

1. ?i (with tone restricted to mid, high and low level)

2. CV, where C=/p tk/, and V is a copy of the vowel of the following syllable,

tending towards schwa in connected speech, We write this type as Ca, directly preceding
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its main syllable: pathe ‘upwards'’; tamjo ‘one sort’; kaj€ ‘person, Kayah'. Note the
minimal pair kada 'door* (prefix plus main syllable) vs. ka da ‘spaces between
figuration'(two full syllables).

This latter type of prefix, with non-contrastive vowel and tone, is found elsewhere in
Tibeto-Burman (e.g. Jinghpaw) and is probably to be reconstructed for the prcio-language
It is also typical of the Mon-Khmer languages, where it is commonly termed ‘minor
syHable'. In both TibetofBurman and Mon-Khmer the prefixes/minor syllables as attested
in the modern languages do not always have the morphological/derivational function
implied by the term 'prefix’, but such functions can often be seen in relic form even
where they are no longer fully productive. Incorporation of the CV type of prefix in the

syllabic canon would now give the ‘sesquisyllabic’ structure below:

Tp T¢

(C]a)(Cz)(C-j)(G)V
Tp is prefix tone (always low-level for CV prefix), Tf is full-syllable tone. We may

also use schwa for the copy-vowel suifix posited in (1.4) above; it could be incorporated

as:

Tp T¢

(€43 XCHNCNEBIV(a)

We could also pursue this with inclusion of the ?i prefixes, as follows:; if C1 =/ptk/,




/a/ is copy-vowel~ [g], Tp = low-level; if C; = /2/, /3/ is realized as [i] and Tp = high,

mid, or low-level.

Yowel Harmony

Tne vowe) we are symboliiing as /&/ is found only in affixes: prefixes pa-, ta-, ka-,

13 ‘some’ (see 2.3 above for

te~ ‘one’, suffix -a, and a suffix -2 possibly found in ta
further discussion of affixes). In all instances it copies the vowel of the full syliable to
which it is affixed. In prefixes this vowel is reduced towards schwa as speech tempo
increases; in suffixes it merges completely with the vowel of the full syllable.

Vowel harmany in prefixes is found elsewhere in Tibeto-Burman, e.g. Bodo-Garo and
Mikir (Benedict 1972, 97); within Karenic ‘White Karen'2 is reported to shpw vowel

harmony in pronouns (Grierson). Outside Tibeto-Burman, the vowel of the ‘minor syllable

of Khmu? (Smalley, 16> shaws vowel harmony under certain conditions.
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- 1Z_Outline of Historical Tonal Correspondences.

mid AI' D2
low level Ao By
low falling Bo
high D, B’

The proto-tone categories used here are those proposed by Haudricourt (1946, 1953,
1975). The following table, adapted from Mazaudon 1985, shows the equivalent
categories in the correspondence sets of Luce (Roman numerals), followed by comma and

the reconstruction of Jones 1961:

proto-tones

proto-initial *A *B *g' *D

aspirste | 111, h(asp) VI, ‘qlasp) Va Vil “ 2

1 voiceless, TL

glottalized Via, ‘q v'h vl 2

2 voiced I, “(asp) 1V, “(asp) - vit, 2




1.8, Orthographies

Kayah in general has no established written form, although orthographies for Kayah
languages have been devised. A Roman-letter orthography has been developed by Catholic
missionaries for a language of Western Karenni, and several prayer books exist in this
orthography. The Janguage is either a type of West Kayah or one of the transitional
dialects between Kayah and Kayoh (Lehman 1967 mentions a Catholic script used for
Manaw; this is probably a reference to the same orthography). There also exists a script
invented recently by members of the indigenous self’ ~-determination organization, the
Karenni National Progressive Party. This script is in the Indic style, consisting of main
graphs for initial consonants and secondary graphs, superscripts and subscripts for
vowels and tones. 1t is not obviously derivative of Burmese, Thai, Shan, or any other
pre-existant script known to me, which may well be by intention. 1t seems accurate for
the West Kayah dialects, but it includes graphs for sounds not found in West Kayah and
seems to be meant to be applicable to all Karen languages (for instance it includes a
spelling for the voiced velar fricative found in Sgaw and Pwo). Unfortunately it lacks
means of writing two of the phonemes of East Kayah, narﬁely the low-fafling tone and the
vowel /3/. It is probably not known ar used by more than some two hundred people

connected with the KN.P.P.




2. Morphemes, Word Formation, Grammatical Categories.

2.1, Mongsyllabicity

Southeast Asian languages have often been characterized as monosyliabic. 1t is now
generally recognized that a truer formulation would be, ‘Southeast Asian languages are
monasyllabic, but..' with particular Janguages requiring various amounts of qualification
to the ‘'monosyllabic myth'. For Kayah we can say that the great majority of morphemes
are monosyllabic, and that there is no certain instance of a morpheme of less than a full
syllable (the uncertain instances are the affixes, see 2.3 below).

There is a sizeable number of truly polysyilabic morphemes, some of which fall into
semantically definable classes. Unanalyzable loan words include A#anokhd 'king' < Shan
Kirin h3 kham; hdsaphJ ‘airplane’ < Shan 4 ‘boat' + Burmese sap-dhaw 'ship', perhaps
influenced by Kayah o7 ‘'winged insect’. Another group consists of names of plants,
animals, and insects: m£/eké ‘pineapple’, /e ‘teak’, 4dpe ‘butterfly', pabéba 'mantis',
Others fall into no obvious class: #7¢ 'real', jejo ‘shadow, image', /37 'yet'.

Kayah morphemes are usefully divided into Free and Bound types. Free morphemes
are those capable of functioning as a major clause canstituent such as Subject, Object,
or main verb (=head of VP; all these terms will be discussed below); Bound morphemes

cannot thus function alone, but must combine with some other morpheme. A ‘word' can

then be defined as a minimal Free farm.
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Two types of word-forming processes can be distinguished in Kayah, affixation and
compounding. The former is not in fact a productive process but refers rather to a
collection of relic forms. The latter is highly preductive, playing a central role in all
types of nominal constructions. It is also possible to anaiyze the multi-verb
constructions of the Verb Complex as instances of compounding. This chapter will
describe principally nominal compounding; an extended discussion of the putative verbal
compounds will occupy Chapters 4 and 5.

2.2, Compounding.

Certain grammatical classes are Bound by definition (e.g. Prepositions, Classifiers);
others include both Free and Bound members (Verbs and Nouns). Compound expressions
may contain all possible combinations of Free and Bound morphemes:

F +F sinegun + thi penis » trigger

M house + khu upper surface - roof

F +B thA water + me bamboo-section - water container

pu ox + po enclosure -+ cattie-pen

52 tree, wood + kIA boat -+ boat

B +F te fish + bl white - kind of (large white) fish
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si heart + pl> small round thing - heart(the organ)
te fish » G (a suffix) - fish(general term)

The above examples are restricted to noun-noun compounds except for ¢6 &7 (&7 is
classified as a verb); for another example involving a verb cf. m/ &7 Vighter,
flint-and-steel', consisting of the noun m/ 'fire' and the verb ¢ 'to forge, to strike a
Yight'. For further discussion of the syntax of modification in the Noun Phrase, see
Chapter 7.

We may also mention the existence of Verb-Object compounds, which are made up of
verb plus NP that seem to relate to each other as main verb and Object, but whose
meaning is specialized. With s¢'enter' there are

nd hohé ‘attend school';
no jechus ‘be a Christian' (yachus ‘Jesus')

for a non-idiomatic vérsion of the former cf. 4and o fwihé kd 'go into the school
building'.

Cross cutting the Free/Bound contrast is that of versatile versus restricted. Of the
preceding examples, ot/ g consists of two versatile morphemes: p¢ ‘ox' could also
combine with /z 'flesh’, 23 ‘horn’, etc., while po could be preceded by #¢ 'pig' c#d
‘thicken', and so on. On the other hand /4 ‘boat' .never occurs without s2 ‘woad’, which

in this word takes on the character of a prefix; £/4 is a (highly) restricted morpheme.
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Another example of tlhis type is /€ sw 'shed, granary": /¢ is a highly versatile element
meaning basically ‘place for . su;, on the other hand, is a morphan: it occurs nowhere
but in this compound noun, and if asked to gloss it we can only reply that it stands for
that part of the meaning of 'shed' that remains after the meaning of /¢ is subtracted.
The same can be said of £/4 in 'boat’.

when restricted morpheme combines with restricted morpheme it becomes
increasingly difficult to identify the meanings of the component parts, and the
expression verges on being a single polysyliabic morpheme. Often it is not possible to be
completely certain that recurrent elements in compounds represent instances of a single
morpheme. One example is the syllable ¢ in aons ‘tell legends’, ovds ‘hold out, offer in

‘the hand ‘, and aomé 'show'. Of the second elements, ¢ is 'to look’, and o may be

related to the second part of sedf 'come forth (as new fruit) (se ‘to fruit'); ob might

then be said to have a meaning like 'set forth, offer’. Again, consider

s(pla 'rope’ pla ‘rope, string' (Bound)
stiba *harvested hemp’ ba ‘classifier for sheets, flakes, mats’
suse 'bamboo splint’ se 7 {distinct from ‘fruit")

A common meaning assignable to s¢ in these three words might be ‘fiber'. This
would be distinct from the second syllable of 2zs¢ ‘0il’; but which of the two occurs in
Kabisuse ‘peanut'? kdbr is the general term for ‘bean’, but is the word to be analyzed as

‘bean + oil + fruit’' (kibi-si-se) or as ‘bamboo-splint + bean’ (kibi-slise)?




Comparative study may reveal that components of currently unanlyzable polysyliables
derive from older full morphemes; e.g. Jo/em7 'squirrel’ consists of j& 'rodent, rat’ plus
unanalyzable /emJ; /e however is probably cognate to Pa-0 liA’, a Free noun, while 7,27
is cagnate to the second syllable of Kayoh (Bré) j}/B‘? me?2 ‘squirrel'. Conversely, bound
morphemes that may seem identical in modern Kayah may represent a merger of
historically distinct forms, as in Zg/ea 'bat’ and sa/ep/ea 'flying squirrel’, which seem
to share a morpheme p/eg, perhaps meaning 'flying mammafl'. Actually 'bat' is cognate to
Pa-0 p/aA /and Pwo pﬂlaﬁ ’, while 'flying squirrel’ relates to Pa-0 gfre? 0": Pwo

02

phlar?™<, and Sgaw p/7? 0‘? Thus 'bat’ and 'flying squirrel’ reconstruct as contrasting

forms, something like "(?)plaB' and "ble? respectively.

Prefixes in General. Prefixes occupy a borderland between phonology and morphology.
Phonologically they have a precise definition involving a reduction of posssible phonemic
distinctions and clitic-like attachment to a following full syliable. Their status as
morphemes is much fuzzier, mainiy because of the difficulty in assigning them any sort
of precise meaning or morphological function, and also because of their low productivity.
Given a list of all the occurrences of a particular prefix, it is always possible to
separate out a group in which the prefix seems ta have a common meaning, but there is

always also a residue that does not fit.
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Prefixes are in fact relic forms in Kayah; prefixes of this sort are a hallmark of the
Tibeto-Burman languages, although similar phenomena can be seen in the other linguistic
stocks of Southeast Asia/China. Also characteristic of Tibeto-Burman is cyclical
prefixation: as old prefixes are lost or fuse with initials, new ones arise. Karenic shows
this feature: e.g. the &4~ of Kayah #f¢ 'pig’, #¢ 'bear’ and #w/ 'dog is in originan old
prefix, the Tibeto~Burman roots being something like *wak, “wam, and "kwiy (in the
last case the initial *k- was reanalyzed as a prefix, then dropped before addition of the
new prefix £(h)- ). But even by proto-Karen times this "th- was assimilated into the
initial consonant system; the prefixes of Kayah (and of other modern Karenic languages),
now on their way to moribundity, must have been an innovation of the proto-Karen stage
or possibly later.

Prefixes Listed

?1. Often found in names of tools. At times it has a nominalizing function:

mui to hammer, strike imul a stick (for beating)
tha to plow 7itha a plow

ci cut with scissors ?Ici scissors

p3 to thresh ?Ip3 a hammer

but cf. cha ‘hit with the fist’, ?icha ‘pound in a mortar'. Other verbs containing ?i-

are 110 'to plant (seeds), ?ikhré 'to winnow', ?iché 'to tell, #i?e 'dirty’, ?ipia ‘narrow".
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*1-. Found in many verbs, often those denoting body movements or functions: ita
‘get down, as from a vehicle' (ta ‘descend, fall'), ?icha ‘jump’, ?116 ‘bathe’, ?ivi ‘to
whistle’, ?icha ‘urinate’, ?iné ‘to fart’, ?ird 'to sing’, ?17u 'to crow’. It also occurs in

nouns: ?ithus 'post’, ?ibé ‘bamboo shoot’, #1ja 'flesh’, ?iphe ‘my father’, *imd 'my mother'

also

Mkhu 1 'earth, the world' (khu,'on the upper surface of' [Lacalizer, cf. 7.1])

2khu »'to wind, as thread on a spool’ (khu2 Classifier for spools of thread)

*i~. Less common, but with a few apparently-derivational uses:

di sweep ?idi broom

ché hurt  si ?iché afraid (si ‘heart")

ché sew  sé ?iché sewing machine (sé ‘large machine')

Other examples are ite 'what?', ?ilu 'the Kayah New Year festival’, ?iké 'shawl,
blanket', ?ith) cover as with a blanket’, ?ihi 'to spin (thread)'; cf. also ?ithé 'Crataeva’

(Thai phak kum, a plant with edible sour leaves), possibly related to tathé ‘centipede’

(see ¢~ below).




ta- {with echo-vowetl). Common in both nouns and verbs. Two groupings of common
meanings can be found.

1) directional: tava ‘encircling’, taka ‘in a curving path', talwa ‘past’, tapha ‘out of the
way', taja 'past going in opposite directions'. These are members of a subclass of
directional verbs, but not all members of that class have prefix ta-,

2) undesirable personal qualities: tamvﬁ ‘crazy’, takiul 'stun/ted‘, toro ‘timid', také
‘dwarfed', takle ‘lazy’, takhrd ‘stupid’, takhwa ‘speechless’,

Other occurrences of ta-: tapé 'kick stg', takli ‘gnaw’, tald 'roll stgup', tant 'steep’,
tacA ‘cool, tame "tusk (of pig)', takhwa "lizard', taphé ‘cotton', taché 'ele[;hant‘ takd 'box’,
tapwi ongan'(a fruit), tack ‘anthing', tam3 'sun’, tathé ‘centipede’ (cf. ?ithé ‘Crataeva'

above).

ta- ‘one'. Homophonous with the preceding, but sufficiently distinct and unitary

semantically to warrant separation. See 7.3 below on numerals and counting,

ka- . Relatively rare; no discernable semantic common denominator. kajt 'person’,
kald ‘hili', kad3 '1id' (d3 'a wall, to enclose'), kane ‘almost’, ka?3 'noisy, deafening, kolwa

‘slanted’, kasé ‘itch’.




ke and pe-. These occur with direction verbs only. ka- means 'Subject changes
location', thus .?a phja the ‘he picks it up' (phja 'take’, the ‘ascend’) versus ?a phja kathe
‘he takes it and goes up’. In the first sentence only the (unspecified) Object/Patient
moves upwards, while in the second the Subject/Agent moves upwards (and incidentally
carries the Object along). (There is also a difference in the grammatical structure: phja
the is a Resultative V-V, while phja kathe is a Sequential V-V; see Chapter 4).

pa- means ‘orientation’, as in jo pathe khe ‘raise the leg’,mé pathe 'look upwards’,
paht 'up ahead, in front’ (BE ‘go from home’). In general the meaning of verbs with pa-
does not include a change in location of any entity (in ‘raise the leg' the emphasis is on
the fact that the leg ends up pointing upwards, not on the motion that resuits in that
state). pa- occurs with most directionals except 1e 'descend’; the equivalent of the

non-occurring “pale is talg, with ta ‘fall’ and tone-change on le.

*a. Primarily a third person pronoun ‘he/she/it/they/’, but with several
derivationally-flavored functions. |t may precede certain Bound nouns to produce a Free

noun; e.g. pld ‘classifier for small round things', ?apl> 'a seed'; ki (a) ‘classifier for holes

(b) ‘the inside of’, ?akii ‘a hole'. But these could also be analyzed as noun-noun compounds.

see (7) for further discussion. ?aalso has an apparent nominalizing function with

stative verbs: bu ‘white’, 2abu 'the white one'. This also has an alternative analysis,
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namely as a verb modifying a preceding noun, more or less as in the English translation,

Suffixes. Suffixation is far less evident in Kayah than prefixation. There is indeed
no shortage of Bound morphemes that must be postposed to some other morpheme (what
Chao would call ‘start-bound’), but they do not parallel prefixes either phonologically
(they show no restrictions on possible occurrence of phonemes) or morphologically (they
have precisely describable functions). Here we will mention three suffix-like elements.

(@

phil is a noun meaning 'child'’. It is Bound, requiring a preceding personal pronaun if it
has the sense ‘offspring' (as Thai 1luk): vE phi ‘'my child', ?a phd ‘his/her/somebody's

child'’; with the sense 'immature person' (as Thai dék) it must be followed by cé ‘soft,

tender, young'. Related to this noun is a morpheme meaning 'small: d3 phti 'small village'

ngé phit ‘'small banana plant'. Although this phi is verb-like in following a modified noun,
it never occurs in a predication; the equivalent verb is pati ~ paté. A second probable
derivative of 'child' is , with zero initial; in at least some uses of this phi is also
possible; k1AG ~ kiAphi ‘soldier' (k1A ‘army'), kaj€ 1i phi ~ kaj€ 1i( 'the red Kayah' (kejE
‘person, Kayah', 1i ‘red'). Here there is no diminuitive meaning; the sense seems rather to
be ‘member of a class'!.
Note especially 4 'bird' and £¢'fish’, both Bound nouns that are first syllables in

dozens of names for species of bird and fish; the generic terms for 'bird and ‘fish' as

Free nouns are &/ and ¢éd respectively. ¢ thus has the reduced, clitic nature of an
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affix, and its meaning, while discernable, is not very substantial.
(b
The suffix -aposited as underlying the high-falling tone (1.4) is quite parallel to the
prefixes in that it is highly reduced phonologically and has a largely unapparent semantic
function, with a subgroup of occurrences that could be called 'animal suffix’. However,
while there are abundant examples of main-syllable morphemes occurring both with and
without a prefix (which provides the best clues to the prefix's meaning), only the
following can be offered as such examples with -a
chi ko s3 shrimp paste, 4ap/ chi koa shrimp
(s3 'rotten’)
ho stealthily hoa hidden, out of sight

bE yellow (?) di bea paper wasp
(cf. ph3 d ‘housefiy')

(c)

24 ‘'some, certain ones’, which could

From the prefix/numeral ta- ‘'one’ is derived ta
be analyzed as ta- plus a suffix /3/ {or /3/; the tone of ‘some’ seems to rise beyond the

level of the mid tone, but dees not go as highas the high tone). This would amount to the

joining of a suffix to a prefix, something not otherwise known to occur in Kayah.
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2.4 Other alternations.

241, Tope Change. Under this heading we include two different phenomena; the

expressive use of high tone and high falling 'tone’, and a number of sets of morphemes,

homophonous except for tone, of which some seem clearly related and some are perhaps

simply coincidence. Many, though by no means all, of this type include the high tone as

one of the pair, suggestng a former derivational function for that tone. Examples:

thd enclosure, container
b3klé blink

bo classifier for lengths
tace abird trap

du big

ma steady, fixed

e descend

de put, place

ro be early (in the day)

chi na chi sé

th5 cover as with a blanket
bikhri close the eyes

khe b leggings2 {khe 'leg)

ché totrap

dGloA be older of siblings

rama write down

tale downwards

dodé hold out, offer

sede form, as fruit (se 'to fruit')

ro classifier for mornings

chi na chi sé

both: allday and all night

ro other, another

(nA ‘day', sé ‘night’; bath are classifiers)

ro particle denoting plural action by
animates (see 4.3.7)

Note the additional alternation of initial in tacé/ché ‘a trap/to trap’; this type of

alternation is not common in Karen.
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Two body-part terms require further description. khe ‘leg' is found in the compounds
khe ma 'knee’ {(ma 'joint'), khe kg 1€ ‘hollow of the knee’, and khe ré ‘paw’. But the form khi
is found in many other compounds: khe do 'lower leg', kheka ‘thigh’, khE le ‘foot’, khE khi
'shin'. Incidentally &%¢, the less frequent form, is tﬁe one that is etymologically reguiar.
There also seems to be some sort of generic body-part element, with tonal variation, in
the following:

ki?u mouth

kukld head

kukhA tooth

kikhu hand

kGja palm

kdma fingernail (ma 'shell’)
kimi  tail

k(ddi crown of the head

kuce earring, long silver Kayah-style
kuseé earring, gold Shan-style
k(la necklace

As was pointed out in the discussion of compounds (2.2.1), the history of these sets
of forms may show either descent fram a formerly productive and clear-cut process, or

coincidental convergence of formerly-distinct forms. An example of the latter may be
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@ 'village’' and &b 'to enclose; a wall’, which seem to share a notion of enclosure (this
would involve the assumption that the Kayah or their predecessors built walled or
stockaded villages). In fact these two words probably descend from syllables that

contrasted segmentally as well as tonally; compare Pa-0 abg(Al) ‘village' and ab(D1)

‘to cover, close'3.

242, Beduplication Reduplication in Kayah is a morphophonemic process that copies

the last syliable in a clause, with the meaning ‘also, too, either', Examples:
(1) vé ma ?e kA pht thé ja ja
s be-so eat COM only pig flesh.
I ate only pork, too (as did he).
(2) 2acwakAh kA
3 go COM
He went along too.
(3) vEcwa to to
1s go NEG
I won't go either.
(4) mm, si?icheké rohe he
afraid AMB cold LEST

Mm, I'm afraid it'1] be cold, too (e.g. in addition to raining).
The process is largely a simple matter of copying whatever syllable happens to be

clause-final, regardless of either form-class or syntactic function. The reduplicated

syllables in the above examples include:
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ja'flesk', a Free Noun, the head of an NP functioning as DO

kA 'with, also', a Verb Particle

to ‘negative’, a Clause Particle

he 'lest, pussible bad situation’, another type of Clause Particle

The only exceptions to this simple rule are: 1) certain clause-f-inal particles may not

reduplicate (see 6.2 below); 2) the occurrence of:
(5) thé phra kA ke ke ~ théphra phrake
pig to-sound COM PTC

(both:) It might also be a pig making noise.
Here it seems possible to reduplicate the lexical morpheme phra 'to sound’, passing
over A grammatical morpheme, the Clause Particle ke 'possible non-future situation’,

More data is needed on this point.

243, Allomorphy. Kayah morphemes are invariant as a rule, with only a few
exceptions which will be listed here,

1. The numeral 'ten’ varies in tone: in the numerals 10-19 it is ¢A4, while in 20-99
it is o (see 7.3 for details). Note that this parallels English Zen, which has —Zeen for
the former and -4y for the latter. This variation differs from the type listed under ‘Tone
Change', in which the variants differ in category (e.g. fac€ 'trap'IN}, aié ‘trap'[Vl)_and/or
meaning( ge 'put’, do o< ‘offer'). The two forms of ‘ten' cannot be said ta vary in meaning

also the choice of form is entirely predictable from features of its co-constituent.




2. The classifier for humans has the curious suppletive forms ghre~si, depending on
the co-occuring numeral (cf. 7.3).

2.5, Form Classes

Notions of the form class (‘word class', ‘grammatical category') that have been useful
in linguistics may be separated into three general categories; in roughly historical order
they are:

(1) affixal (classical, Greco-Latin grammar). Classes are identified by characteristic
sets of affixes or inflections, e.g. verbs by person-number agreement marking.

(2) distributional (structuralist). Classes are defined by occurrence in ‘frames or
slots constituted by other classes' (Chao,S); e.g. verbs in most Southeast Asian
languages can be defined as any and all forms that can cooccur with the negative
morpheme,

(3) clause-functional (generative, X-bar theory) (a better iabel may be possible).
Classes are terminal symbols in phrase-structure rules; major form-classes
(Noun, Verb, Prepostion) define the clause constituents (NP, VP, PP)--that i.s, they
are their sole reguired constiuents ('heads'), at least in the deep structure,

All three of these also include semantic notions which are auxiliary rather than
criterial: Nouns are the names of things, Verbs refer to actions, events, or states, and
so on. Of the three, the first is of no use in Kayah, which like Southeast Asian languages

in general lacks productive affixation or inflection, The second has been widely and




successfully used in analyses of Southeast Asian languages, but for reasons that will
become apparent, it is not guite sufficient for Kayah grammar. The third, atthough it is
in intention not ‘discovery procedure’-oriented, can be adapted to such use.

Regarding distributional definitions of form classes, Kayah is unusual among
Southeast Asian languages in that two near-universal definitions of Noun and Verb do not
work well,

For Verbs negatability has been used as at least one of the defining characteristics
in Chinese (Chao), Thai (Noss), Lahu (Matisoff), and Khmu? (Smalley). But the Kayah
negative morpheme to is a constituent, not of the VP (or predicator), but of the clause, in
which it occupies one of the final slots. It can be said that only Verbs can be inserted in
the frame __to and result in a complete clause; since the Verb is the only non-optional
constituent of the clause, what possible occurrence of to really proves is clausehood, not
Verbhood. But te cannot be used to pick out the Verb among doubtfully-identified
morphemes within a clause (this contrasts with Thai, in which the accurability and
position of the negative is a very useful analytic test). There does exist a listable class
of morphemes, with abstract meanings, that may always follow Verbs and must precede
any following Noun. Occurability before these 'Verb Particles' is then oné defining
feature of Verbs; some Verb Particles are 4 'new situation', pa'durative, V's onward', p¢
‘additionally’ (similar to Thai /% ), and /87 (obligatorily co-occurring with Za) '(not) yet'

For Nouns in Southeast Asian languages a useful distributional test has been
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co-occurrence with, and modification by, a numeral-classifier (or
demonstrative-classifier) expression. Thisholds only in a weakened form in Kayah: the
most usual place for the CIfP (Classifier Phrase, the numeral-classifier construction) is
second-to-last in the clause, always potentially separated from the non-oblique nominal
arguments by a locative Prepasitional Phrase (see below for clause constituents and

grammatical relations). Example;

(6) 7a khé thuidé mi klé so be
3 shoot bird at forest midst three CLF
He shot three birds in the forest. {5/6)

Thus, exactly as the Verb may be directly followed by the negative if all intervening
slots happen not to be occupied, so a nominal Direct Object may be directly followed by a
CHfP if the clause happens ﬁot fo contain a Prepositional Phrase. But even in the latter
case the CIfP does not form a unit with the fortuitously adjacent NP: just as the negative
relates to the clause as a whole rather than to the main Verb the CIfP is best seen as just
another nominal argument, bearing a grammatical relation to the predicating verbal
expression (which we will call the Verb Complex). An important subclass of classifiers,
the one whose members allude to notions of physical configuration (flat things, long
things, etc.), does have a semanéic relation to co-occurring nominal arguments, by virtue
of the fact that all Nouns include in their lexical entries a notation of the classifier(s)

that are used to count them. We may then say that any morpheme that may have such a
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semantically-related classifier ( = any morpheme whose lexical entry includes one of the
aforementioned type of classifiers), is shown to be a Noun. While such a formulation
seems valid, it must be recognized as being different from the purely-syntactic type of
distributional definition used in classical structuralist studies.

The third, ‘clause-functional’, type of form-class definition will be used for Kayah in
the following manner. The structure of the Kayah clause may be symbolized as

NP, [yp [y VC NP, NP3 15 PP CIfP ], Ptc

Nouns, as the heads (only non-optional constituents) of NPs, typically function as
Subject, Direct Object, and Indirect Object. Verbs, the heads of VCs (Verb Complexes),
typically function as main Verb or Predicator. The final Particles are a listable class.
Classifiers are those morphemes that may be the co-constituents of Quantifiers (the
listable class that includes numerals). Prepositions are those morphemes that may begin
a PP,

The converse is also true--Subjects and Objects must be Nouns, Predicators must be
Verbs--with the important proviso that only non-complex clauses are at issue; that is,
clauses that do not contain other, embedded clauses. The existence {and prevalencel) of
nominalization means that Verbs and clauses may function as Object, although this
phenomenon is less prevalent in Kayah than might be expected. Clauses that may seem to
function as Subject are usually treated here as Topics, which are distinct from Subjects

and considered to be outside of the clause proper.

47




Thus an important part of the definitions of Noun and Verb is a description of the
grammatical roles they typically play in the clause. An equally important characteristic
is behavior when functioning as modifier in the NP. Essentially, Nouns precede a modified
head Noun, while Verbs follow. This excludes certain regular exceptions to the
modifier-modified order for Nouns, involving the type of semantic relation between the
parts of the expression (e.g. generic-specific; cf. Chapter 4); it also ignores the fact that
postposed modifying Verbs are a special case of postposed Attributive Clause (9.2). But
position when modifying a Noun remains a very useful test for distinguishng Verb and
Noun.

Below is a list of the form classes of Kayah, including both distributional and
‘clause-functional'definitions:

Noun. occurs in the slet _ 4e X things, X's things'; can function as Subject, Direct
Object, Indirect Object; precedes a modified Moun (with exceptions); can be counted by a
CIfP containing a classifier that is lexically/semantically related.

Verb. occurs in the slot /a7 fo *hasn't yet X-d'; may function as Predicator, the head
of the VC; follows amodified Noun. Includes all the morphemes translating English
adjectives.

Preposition occurs in the slot __ 24 (e.g. 4% 24 ‘at this = here', /¢ 24 'like this');

introduces the PP.
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Quantifier. occurs in construction with 4o 'general classifier’ (preposed or postposed
according to the particular Quantifier); is one of the two essential components of the
CIfP; includes the numerals.

Clagsifier. occurs in the slot e ‘one X'; the other essential component of the CIfP;
r'nay be considered a special type of Noun.

Demonstrative occurs in the slot __Quantifier-Classifier.

Yerb Particle occurs in the slot e /£ . NP ‘hard to do..' (e.g. me € /37 A7 o 'not
yet hard to build a house', me _ji¢ /¥ 'harder to do'); terminate the VC.

Sentence Particle occur in the slot Verb-CIfP. ; a principal member is Za, the
negative.

Class overlaps. In general the two major classes, Noun and Verb, are distinct, yet

there are instances of marphemes with dual membership. Note the following:
(7) b6 se 2 to
rice fruit exist NEG
The rice doesn't have any grains.
(8) b6 se to
rice fruit NEG
The rice doesni't fruit; the rice doesn't put out grains.
(9) *aseldto

It hasn't fruited yet. (5/4)
Similar overlap is seen in g4g 'flower; to flower', ¢/ 'thorn; be thorny'. Note also

?ibe ‘language; to speak’. Ethnic designations may also be interpreted as having
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membership in both Noun and Verb, in line with two characteristics:

1. like Nouns, they may modify a following Noun with a meaning of possession (e
fnca 'a Shan's clothes, the Shan's clothes'); they may also, like Verbs, modify a
preceding Noun, with a meaning like ‘X-type, X-style’ (#ca gfré 'Shan-style clothing’)

2. they may appear inside the VC, a possibility normally open to Verbs and Verb
Particles only ( 2z 2ibe piré c€ nJ to he can't speak Shan at all’). This particular
construction is probably to be classified as a Descriptive V-V (42.4).

There is @ semi-regular pattern in which a single ‘word’ may function as Bound Noun

and Classifier; note that, as mentioned, this may simply be an alternation between

subclasses of Noun:
md a) plant (Bound N); e.g. bd m3 rice plant, ®a m3 trunk
b) CIf for plants
ku a) hole (Bound N)

b) inside (Localizer)

c) CIf for holes, nostrils, etc.
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Morphosyntax, Part | (Verbal Constructions)

The remainder of this grammatical sketch is divided into two sections. The first,
after outlining some theoretical concepts (3), gives a fairly detailed description of the
construction types and morpheme classes found in the Verb Complex (4), followed by
some discussion of several possible formal approaches to the data (5). The second
section contains less detailed outlines of several other areas of the grammar, including
clause structure (6), syntax of the NP, PP, and Classifier Phrases (7), and nominalized

and other non-autonomous clause types (8).




3. Theoretical Preliminaries.

This grammatical sketch is primarily a work of description. As such it takes
linguistic theory as a means to an end, and is not primarily concerned with advocating or
improving on any particular theory. Therefore it does not include a comprehensive
account of its theoretical assumptions; some of these will be discussed in various
relevant places. Here it may be noted that the present grammatical sketch assumes only
one level of syntactic description; there is no deep structure, and no transformations.
This is largely a choice in favor of descriptive simplicity. Kayah has no movement,
apparent or otherwise, of que;tion words, and not even a limited or rudimentary passive
construction; it thus has no need of the two classic movement transformations of
generative grammar. Only in connection with some constructions in the VCisa
multi-level transformational analysis really attractive; | discuss the possibility inthe
appropriate section. | do assume a distinction between syntactic structures,
accountable for by phrase-structure rules, and lexical items, which are listed in the
lexicon, and some of which are formed by morphological processes (in Kayah, principally
compounding); the latter may be ‘located’ in the lexicon.

Our discussion of Kayah syntax will proceed somewhat irreguiarly. Although

discussion of clause structure will be deferred to Chapter 6, it will perhaps be helpful to

sketch it here. The linear sequence of clause constituents can be represented as follows:
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NP VC NP NP PP PP CIfP Ptc
where VC is Verb Complex, CIfP is Classifier Phrase, and Ptc is Particle (more

specifically, Clause Particle). | assume the following constituent structure: -

S | Ptc
N
NP VP
T
v PP CifP

VC NP NP PP

The abbreviations should be self-explanatory for the most part; V contains the
subcategorized arguments of the verb, while VP contains optional ‘adjuncts’. The upper

NP is the Subject, while the lower two NP's may be thought of as (from left to right)

approximately equivalent to the traditional Indirect Object and Direct Object of English.

A (rather unnatural) sentence illustrating all possible constituents is:

ne phdo pé Phaa di né dipddu hd 27 &
you cook for {(name) rice Nepot big like this QUES
Did you cook rice for Pha'a like this in a big pot?

Note that 22, glossed ‘for’, is not a preposition but a Verb Particle, a constituent of

the VC. The two prepositions are 7¢ and /¢, the former having no short English
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equivalent.

| will refer to the two post-verbal NP arguments as Obj-1 and Obj-2 when two are
present; a single post-verbal NP argument is designated as Obj-x. This is meant to imply
a sort of neutralization of the distinction between Obj~1 and Obj-2, and will be
discussed in detail in 6.4 below, but the reasoning may be sketched here. The semantic
roles realized by the two post-verbal NP arguments are;

Obj-1: recipient of goods, beneficiary, causee, standard of comparison

Obj-2: patient, goal, etc. of action verb

Obj-1 is clearly mare ‘oblique’, in an impressionistic sense, while Obj-2 is more
‘direct’. But when there is only one post-verbal NP argument it may realize any of the
listed semantic role types, and there seems to be little sfructural distinction between
the Object realizing the 'oblique’ roles and that realizing the ‘direct’ ones.

In order to discuss clause structure in detail, which includes justifying the
constituent structure given and describing the various grammaticail relations the
structure embodies, it is first necessary to understand the rather complex inventory of
construction types and morphemes making up the VC. This is because it looks as if it is
the VC as a unit that takes the grammatical relations Subject, Object, and so on; thus we
cannot simply talk of transitive and intransitive {ar two-argument and one-argument)
verbs; we must also know what happens when the VC contains, for instance, one

transitive verb, one intransitive verb, and the particle 44.




We will thus proceed as follows: | will first sketch some theoretical concepts that
are needed in describing the grammatical behavior of verbs, namely those of semantic
roles and grammatical relations. Second, | will briefly situate the Kayah VC inits
Southeast Asian context as an instance of what we will call Verb Serialization. | will
then describe the types of construction that make up the VC; this will be done without
much formalism, but will tacitly assume that the processes at work in the VC are more
like compounding than like syntactic phrase generation. Finally | will question the
last-mentioned assumption, considering also possible analyses in terms of underlying
structures and transformations. Only then will | proceed to describe the other
constituents of the clause, first in terms of the general structure of the clause, then in

more detail in terms of the different grammatical relations.
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3.2. Semantic Roles.

321, Preliminary remarks Most syntactic theories assume a level of analysis at
which a clause represents an action plus a number of participants having various
relations to the action. These relations have been called ‘deep’ or ‘semantic' cases
(Fillmore), thematic or 8 (‘theta') roles (Gruber, Jackendoff, Chomsky), semantic
relations (Chafe), and perhaps other things besides; | will use the term ‘'semantic roles'.
Typical labels for semantic roles are Agent, Patient, Instrument, and so on (Patient is
sometimes known as 'Theme', at other times the two terms are used for distinct roles,
Here | will make use of Patient only; see discussion below).

Much has been written on this topic, and | will not attempt a comprehensive survey
here, but will outline a certain subarea that seems to be of significance in describing
Kayah syntax. | assume that applying a more complete theory of semantic roles will not
entail drastic changes in my analysis This may seem simply an assertion of faith, but it
does have ampie precedent. The recent literature contains frequent examples of retreats
from explicitness such as ‘assume some version of _____ theory' and open-ended lists of
roles like ‘Agent, Theme, Goal..' The present discussion is thus not without company in
at least some of its limitations.

I will assume that there is a small set of role types to which lexical specification of

verbs may refer (possibly this set also provides the labels for relations in some level of
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semantic representation, aithough | will not make use of such a level here). 1t has been
pointed out that this is not a necessary assumption. For instance,

...one should not canclude that all semantic roles fall inta one or more

linguistically significant classes [such as Agent, Patient--DBS]. it is quite

possible that the semantic roles assigned by some items are not

classifiable..Perhaps the only linguistically significant piece of information an

English speaker knows about the role assigned by /e is that it is the role

assigned by Jike

Marantz 1984, 32

This terminology [Agent, Patient, etc.--DBS] implies a system of argument #pes,

in that, for example, it implies that the agent arguments of two different verbs

have something in common. Although this may be true, 8-theory as outlined here

is not committed to this idea.

van Riemsdijk and Williams 1986, 241

These statements are made in connection with discussions of ‘8-roie assignment',
which is actually a designation for certain configurational relationships between
syntactic elements. In this grammatical sketch, on the other hand, | will make use of
semantic roles in describing types of verbs and types of constructions they enter into;
for example, | want to be able to make statements like 'the Patient role af the first verb
is associated with the Patient role of the second verb' (the sense of 'assaciated' to be
explained below). It would be quite difficult to do this without the assumption that it is
legitimate to use the same role-type label for semantic rales specified by different
verbs.

I will also make the assumption, shared by most writers on the topic, that a single

clause contains at most one instance of any given role-type (Fillmore 1971, etc.; see the
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following section for the apparent exception of Locative)

322, Selected and non-selected roles. A first distinction that must be drawn is one
between roles that may occur freely with all verbs, or with a wide variety of verbs, and
roles that occur only with a relatively small set of verbs; or in other words roles that
(respectively) cannot be used to subcategorize verbs and those that can. Roles of the
latter type will be specified in the lexical entries of those verbs with which they can
appear;'l will thus speak of specified or selected roles. For example, Agent is specified
for speat and wa/k but not for /ear or dre; and Patient is specified for 72/ and me/f but
not for s/¢£ Non-specified roles are generally an option with any verb, and typically
include ‘scene-setting' elements such as time and place expressions. The neat dichotomy
between specified and non-specified is complicated by the fact that certain roles are
specified by some verbs, but can occur freely with others; we will return to this
momentarily.

Note that what we are discussing is a relation between verbs (predicates) and NP's
(participants); being a relation between two types of entity, it can be viewed from the
perspective of either type. The term ‘specification’ takes the viewpoint of the verb,
which is subcategorized in terms of the roles it occurs with. 1t is also possible to take
the viewpoint of the NP, which is or is not referred to in the verb's specifications: from
this perspective, the verb is often said to ‘assign’ roles to NP's. | will generally treat the

twao as logically equivalent, although it is possible to distinguish them; see the



discussion of the theory of Marantz below (1.4).

Tq return to the contrast between specified and non-specified roles, in addition to
the co-occurrence patterns described, there is also what may be called a conceptual
distinction. Specified roles are inherent to the meaning of the verb, in th;. sensge that the
represent participants understood to be present even if they are not explicitly denoted in
asentence. For instance, the verb sy denotes an action that is understood to involve

'. The event reported in 7on

four participants, namely a seller, a buyer, goods and a price
bouglit a crocogile mentions only the buyer and the goods, but a seller and a price are
understood to be also involved. Let us assume a principle of discourse something like the
following: in conversation, it is natural to respond to an assertion with a question that
asks for a possible, but unexpressed, role to be filled in. So, of unexpressed roles,
non-specified roles can be questioned with any verb, but specified reles can be
guestioned only with a verb that specifies them. We can now illustrate the inherent
status of the seller and price roles of fuwy: natural responses to 7om dought a crocodiie
include the questions for flow much? and From wiho? in which the first speaker is asked
to fill in the unexpressed but inherent roles. In contrast, 7om saw a crocodile expresses
all inherent semantic roles. A natural question in response might be #%en7 --but that
could equally well be asked of the sentence with fough?. Most events occur in time, so

the presence of a Time role is nondistinctive. The presence of the roles representing

seller and price is, however, a distinctive feature of fuy, and is one feature that
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differentiates it from ses. Thus to respond to 7om saw a crocodile with From wio? or
For fiow much? would be odd, because seller and price roles are not inherent to see?.

This inherence of semantic roles can also be put in terms of entailment: 7om sought
a crocooile entails that there was a price (and a seller), while 7om saw a crocodile does
not entail the presencé of a price, although it does not rule it out.

There is generally a direct connection between semantic-role specification and
syntactic subcategorization. A verb that specifies an Agent typically also specifies a
Subject NP, specification of Agent and Patient correlates with subcategorization for
Subject and Object, and so on. There do exist examples of what may be seen as
subcategorized syntactic elements that bear no semantic role; once such is ‘expletive’ /¢
in cases like /t's ot today (roleless Subject) or / sate it when you sing like that
(roleless Object; or perhaps appositive?). Another instance of this type may be the
‘middle’ construction of English, which seems to demand an adverbial, something that is
usually seen as intrinsically unable to bear a semantic role: Agricols prick
easily/ Apricots pick. |f these are accepted the correlation between semantic roles and
syntactic constituents must stand as something other than an exceptioniess principle.

Generally a given role tygse is either always specified or never specified: Agent and
Patient seem to be always specified, while Time never is. But certain role types may be
specified by some verbs and also occur freely with all other verbs: Locative isa

well-known example. |t is an option with a wide variety of verbs, such as eaf reaq, die,




work, etc., but it is inherent and specified with a relatively small class of verbs
including put, keep, enter, live (in the sense of ‘reside’). Notice that the meaning of
many of these verbs involves not just location, but a change of location. This has been
referred to as a distinction between ‘inner locative’ (specified) and 'outer locative’
(non-specified) (Fillmore 1968).

A different sort of possible distinction among semantic roles involves obligatoriness
of the specified roles. This seems to apply to verbs like English egf, which clearly
specifies a Patient, but need not appear with ane, thus confrasting with gnaw and many
others, which are ungrammatical without their specified roles:

(1) Kim ate lunch.

(2) Kim ate.

(3) Kim gnawed the bones,

(4) "Kim gnawed.

There is disagreement over how to deal with such cases (for instance, whether the
Patientless eat is to be considered the same morpheme as the one with Patient); however
the question is not of great importance in Kayah, in which it is probably safe to say that
specified roles are never optional in this sense. What may give the appearance of
optionality of specified roles is the ease with which Kayah, like many Southeast Asian
languages, omits (or, represents by empty pranouns) elements that are definite; that is to

say, that are identifiable or recoverable by virtue of their status in preceding discourse.
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This is quite different, in fact is the opposite of the function served by the optional role

as inknglish: in A7 ate, the Patient is not present precisely because what was eaten is

indefinite, unspecified, and probably unimportant. in the English (and probably general

European) type, something is omitted because it is unspecified; in the Southeast Asian

type, something is omitted because it already has been specified. The Southeast Asian

equivalents of the omitted unspecified element are items referring to the most unmarked

participant appropriate to the action, and the choice of unmarked Object is often

identical or similar across languages:

(5) English He's eating
Kayah a e d
Thai khaw kin khdaw
Mien¥Yap  ninpan naan
Chinese ta chi fan

(all: s/he eat rice)

He can write

ara  cg lid

he write able book

khaw khian nansuiw pen
he write book able
ninhai fie dzaan

he able write letters
ta hui xie 2

he able write letters

Additionally, reaz is usually reagvbook, fHunt is shoot+animalj, and so on. There

seems, in fact, to be an inverse correlation between omission of unspecified elements (as

in English) and of recoverable elements (as in the Southeast Asian languages).
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3.2.3. Dependence between role types. Therg is thus a group of roles that are always

specified, such as Agent and Patient; a group of roles that are never specified, such as
Time; and the variable type represented by Locative. So far there is no particular
dependence between the specified roles: of the three roles discussed, verbs may specify

all possible combinations:

Agent only talk, laugh
Patient only melt, glow
Agent, Patient gat, repair
Agent, Locative enter, leave
Patient, Locative sink, float
Agent, Patient, Locative put, insert

There does seem to be a general dependence between Locative and a second role, of
whatever type, since no verb seems to specify Locativﬁ alone3.

There is a more particular sort of dependence between role types, in which
specification of a certain role seems to somehow be connected with the specification of
a cerfain other role, or at least with the possibility of such specification. Anexample
that has received some attention is the role Benefactive, in the sense of the participant
for whose benefit an action is done (Fillmore 1971, 52; Chafe, 151). AsFillmore puts it,

‘Benefactive constructions occur only in sentences with Agents'. Fillmore then alludes to

(and rejects) a possible set of ‘redundancy principles’, which would presumably include
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the information that any verb specified for Agent is also optionally specified for
Benefactive. This is in fact proposed by Chafe: 'every action verb [i.e. verb that specifies
Agent, D.S.] ..can optionally have a beneficiary attached'

The role Instrument also seems to have a similar sort of dependence. Consider the
familiar set of examples:

(5) Tom cut the rope

(6) Aknife cut the rope

(7) Tom cut the rope with a knife

In these the same verb occurs with 1) Agent, Patient; 2) Instrument, Patient; 3)
Agent, Instrument, Patient. Given that this is a fairly common pattern, and that there are
very few (perhaps no) verbs that can take Instrument that cannot also take Agent, we
could state a generalization to the effect that any verb that is specified for Agent may
also be specified for Instrument, and when appearing with Instrument the Agent may be
omitted. The latter proviso differentiates instrument from Benefactive, which was
similarly an option with any Agent-specifying verb, but the appearance of a Benefactive
ina sentence does not allow the omission of Agent.

Fillmore 1972 gives another type of ihterprétatior.\ of Instrument as nonbasic. Inthe
framework of a three-participant action in which an agent manipulates a Patient causing
it to move into contact with a Goal, Filimore notes that with some verbs either Patient or

Goal may be realized as the syntactic (Direct) Object. Compare the following
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(8a) | beat the stick against the wall.  (Filimore's 16a)

(8b) | beat the wall with the stick. 16b
(9a) [ broke the hammer on the vase. 20b
(9b) 1 broke the vase with the hammer. 20a
(10a) | loaded hay onto the truck. 23c
(10b) | loaded the truck with hay. 23a

Here in each of the (a-b) pairs, the interpretation is that the stick, hammer, and hay
are Patients, and that in the b) sentences they have been pre-empted for the Object
position ('set aside’ in Fillmore's terms) by a Goal, which is thus brought 'into
perspective’. The ‘saliency conditions that allow such pre-emption have a general
reference to what might be called salience of effect. Thus if one of two affected.
participants is human it is more likely to be brought into perspective, since effects on
humans are intrinsically more salient than effects on non-humans. With two non-human
participants affected, the one that is more saliently affected will be in perspective, as in
(9b), where the Goal (the vase) undergoes a drastic change of state. In (10b) the salience
of effect is due te completeness (the truck is understood to be full). In (8a-b) there is
little to choose beween effects on the two participants, which would help explain why
the two sentences seem appropriate to virtually identical situations, uniike the pairs

(92-b) and ( 10a-b).
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Of these sentences (8b) and (9b) would certainly be said to have Instrument roles, but
the approach just outlined would aliow Instrument only as a ‘derived notion’ (Fillmore
op.cit,, 77). in this view, no verb needs to be specified for instrument.

3.2.4 Specification by verb; by non-verb. How does an NP 'get’ its semantic role? or
alternatively, how do we know what role a given NP has in its sentence? Ingeneral, an
NP is shown to have a specified role by occupying a position which is linked with a role
specified by the main verb of the sentence. For instance, 7om in 7om ran five mi/es has
the Agent role because ruz specifies the single role Agent, and in English a single
specified role is realized -as Subject, in English marked by the structural position (say)
NP dominated by S, and 7om77 occupies that position. The ‘position’ referred to may be
such a position in the syntactic configuration, or it may be the fact of association with a
morpheme (particle, adposition, affix, case); or it may be both. So in Fquus currit 'the
horse runs' eguus is shown be the Subject, and hence to have the Agent role, by being
marked with nominative case as well as by (presumably) being immediately dominated by
S. The 'link’ between a position and a semantic role may be deduciblie from some set of
principles, or it may be explicitly indicated as a lexical property of the verb; see 3.4 and
5.33.

An NP is shown to have a non-specified role also by occupying a 'position’, but ane
that is not referred to by the main verb's specifications. Most often this is a position in

the second sense described, in which the NP is identified by a morpheme. Thus in A2
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works in Oakiand, the bearer of the Locative role, dak/and is identified as such by
appearing as object of the ‘locative preposition’ /7 We may then, if we wish, say that
morphemes like /zspecify semantic roles, just as verbs do. Note that we cannot say, of
the morphemes associated with spec/f/ed roles, that they specify those roles. They help
identify the NP as having some specified role ar other (i.e. they help constitute its
‘position’), but the particular role is specified only by the verb: thus egus still has
nominative case in £guas moritur 'the horse dies’, but it is the specifications of the verb
morior that tell us that this Subject has the Patient role.

There is also an intermediate case, namely specified roles whose identifying
‘position’ consists of a marker that never marks any other role; an example would be the
markers of 'Inner Locative’ and its subtypes. E.g. the preposition /rem invariably marks
Source, whether specified as in Dick sto/e a horse from the squire, or non-specified, as
in from the roof you can see the ocean or The avples from thal tree are the best
(assuming in the latter case that an NP in a noun-modifying PP can be said to have a
semantic role). There is thus a sense in which the ‘inner’, specified Source is redundantly
indicated: in the example, both the verb s#e3/ and the preposition /o have features
referring to a Source argument4. Languages that have morphemes specifically marking
Agent and Patient (e.g. Lakhota, Eastern Pamo)'5 wouid perhaps be an example of the case
in which all roles are redundantly indicated, thus constituting an exception to the

remarks in the preceding paragraph concerning morphemes associated with specified
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roles.

The notion of elements other than verbs having semantic role specifications is dealt
with in several current theories:

Marantz (1984) separates assignment of semantic roles from specification of
roles--or in his terms, role assignment from argumert-taking. Arguments that are both
specified for and assigned roles by their predicates (verbs and sometimes adjectives) are
direct arguments; arguments that are specified by verbs but that are assigned roles by
other elements are /indirect arguments. Thus in the above example s/es/ specifies
Source, but the Source argument #/e sguire is an indirect argument since it gets its
Squrce role from the preposition 77am; furthermare ¢4e sguire cannot ‘have' the Source
role of sfea/(or, cannot ‘be’ the Source argument of sées/) until it is ‘assigned’ the
Source role by 7rom. Finally, although Marantz does not discuss this, it can be presumed
that, besides direct and indirect arguments of predicates, there must also be items with
roles that are not specified by verbs, but that are assigned rales by something. These
would be the 'non-specified roles Outer Locative, Time, and so on. See the feature matrix

below; perhaps in this framewark these are to be called non-arguments,
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It havi tic rol
role specified by verb role assigned by e.g.
direct arg. yes verb Agent
indirect arg. yes other Source
(non-arg.?) no other Time

In Lexical-Functional Grammar (LFG), the concept ‘argument-taking predicate’ also
extends beyond verbs, so that prepositions {and other items) may be associated with
information about (among other things) the semantic roles borne by their arguments.

The difference between specified and non-specified roles discussed earlier would
then become a difference between roles specified by verbs (and possibly by other items)
and roles specified only by non-verbs. Terminological reform is now in order: let us call
the former type Core arguments, and the latter type Peripheral arguments, following
Foley and Van Valin (1984),

In Kayah, nan-verbs that have role specifications include the prepositions, which are
at least partly similar to prepositions in English and other languages. For instance, an NP
is marked as Locative by appearing as Object of one of the three prepositions @ &% mi
(the three differ in evidential value); those three prepositions may then be said to have a
specification for Locative. Somewhat more interesting and problematic are several roles

that are marked by non-verbs, but these non-verb markers are not directly in
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construction with the ‘'marked' NP's. For instance:

(11) 2a7e 26 & n vi di to
3 eat much more at-all Is rice NEG

He does not eat more than me.

Here the first post-verbal NP v£ I’ has arole that can be called Standard (of
comparison). Its presence is clearly licensed by the Verb Particle /4 ‘comparative’, and
it must in some sense get its role firom /A Yet /Afand v are not adjacent. One way to
capture these facts is to claim that /¥ specifies the role Standard; that 2e 28 /¥ niis a
compound word, which 'inherits’ the Standard specification from its constituent /% and
thus assigns the role Standard to v£ (as well as assigning the role Patient to ¢/, and so
on). With such an interpretation, the distinction between direct and indirect argument
begins to blur. From one point of view, the main verb of the sentence, as head of the VC,
is 2 'eat’, which specifies only Agent and Patient; the Standard v£ must then get its
semantic role from the morpheme /4 making v not only not a direct argument, but not
an argument at all (in the sense of 'argument’ as ‘'semantic role specified by the main
verb'). On the other hand, if 2248 /¥ nJ is a compound word, it, the verb, is specified for a
Standard argument (by inheritance from its component /¥ ) and directly assigns that role
to the NP v£ So at the level of syntax v¢ is a direct argument, while at the level of

individual morphemes it is not an argument at all.
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3.3, Roles for Kayah.

Below 1 list the semantic roles that it seems useful ta refer to in the analysis of
Kayah. | distinguish specified roles, non-specified roles, and 'variable' roles which have
both specified and non-specified versions (e.g. inner and outer locative). Each listing
sketches the semantic content of the role and st'ates its most usual grammatical
realization.

Specified

Agent The sentient, purposeful initiator or controller of an event. Not significantly
different from the role of the same name in other treatments. Unmarked realization is
Subject.

E_ﬁj:j_mL The entity that undergoes a process or to which a state or lecation is
ascribed. There seems to be little need to distinguish Patient from Theme (e.g. undergoer
of change of state for the former versus located or described entity for the latter). There
are no general requirements of animacy or humanness. Unmarked realization is Subject if
no Agent is present, Object-x if an Agent is present, Object-2 if Agent and certain other
roles are present.

LNop-specitied

Time Time-when expressions. These frequently accupy the ‘Topic’ position, in which
case they are not elements of the clause strictly defined (see 4.3 below). Within the

clause they appear as Prepositional Phrase; specifically, the PP bearing the grammatical
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relation ‘'Obl-2' (see 4.2, 4.4 below).

Extent. Always represented by a numeral-classifier phrase, these denote spatial
extent, temporal duration or frequency of action, or number of participants affected. Of
these, temporal duration/frequency can clearly be seen as an independent role, but the
other two concepts are somewhat problematic. Consider the following hypothetical
examples:

(12) Phaa hE khé temi so phé/sd nA

(name) go shoot animal three time three day
P. went hunting three times/for three days.
(13) Phre mé phja khru d&  thona s0  khri
{name) take firewood at over-there three packbasket
Phremeh got three packbaskets-full of firewood over there.
(14) phiicé cwa dé RUsSI1E 51 S0

child go at (name) CLF three

Three children went to Rusoleh.

In each case the classifier phrase is syntactically distinct from the NP that it
‘counts’, but it is unclear whether it always represents a distinct semantic role. In (1)
the duration and frequency expressions cannot be identified with any other participant,
and so would seem to bear their own semantic roles. However in (3) the two constituents
i cé ‘child' and s7 54 'three (humans) seem to make up a single element semantically.
(2) is perhaps an intermediate case, since 447 'packbasket' and 4/rw ‘firewood'

designate different sorts of objects: there is no 'is-a' relation as there is between
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‘child’, which designates on object of the same sort as, but more specific than, ‘human’;
k7 can also be a noun, which may further be counted by its own classifier (&7 na mé
‘two packbaskets’). At the level of semantic roles, however, the two seem to make up a
single composite Patient.

Evidently this classifier-phrase constituent is only the realization of an independent
semantic role when expressing duration or frequency. For the other cases it may be best
to consider the NP and classifier phrase as distinct in the syntax but not at the
semantic-role level, perhaps analogous to At and nose in sentences like 7erry hit Pat an
the nase (cf. Fillmore 1968).

Others. Here may be listed concepts like Standard, discussed in (3.2.4) above. These
are expressed by a combinatian of an NP in Object-x or Object-1 postion and certain
particles in construction with the verb. Besides Standard, a prominent element of this
type is something that can be calied Comitative. As discussed, these can be said to be
specified by non-verbs; their usual realization is as the grammatical relations Object-x
and Object~1.

Variabie

Locative. Non-specified: spatial setting of event. Specified: reference point of
mation, often the place towards which moving participant moves (Goal), sometimes place
from which (Source), sometimes other orientation paint. The differences in the specified

type are part of the lexical specifications of the accompanying verb; that is, besides
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74
specifying the fact of occurrence of the Locative role, the lexical entry also indicates
some particulars of the interpretation of that Locative. in the following examples the
Locative expression v£// 'my house’ appears with three verbs that specify differing

particular interpretations of the Locative arguments:

(15) *acwads vE hi He went to my house. Goal
(16) ?athe dsvEhi He went/came out of my house. Source
(17> racwatslwavehi He went past my house. other

| will occasionally refer to these subtypes of Locative as Locﬁoal' LoCg g ree and so

e
|

on. In(13) and (16) the Locative appears as the Object of the prepostion & ‘at'(distal or
non-visible). In (17) the Locative is the Object of the corﬁplex verbal construction cws
talws 'qo past’ (for arguments that morphemes like Za/wid are verbal modifiers rather
than prepositions, see 3.3.7). These examples also demonstrate that Locative may be
realized as PP (more common) or Obj-x.

Recipient. Non-specified: receiver of good ar i1l effect of event. Prabably restricted

to animates, but not restricted to occurrence with action (i.e. [+Agent]) verbs; e.g.

(18) béseplokalddukEkld 1€ pé 10 nAFA
eye big mouth wide BEN 30BV Na Ptc

His eyes were [too] big and his mouth [too] wide for him. (96.7)
Thus Recipient in Kayah is unlike the type of Benefactive described above (3.2.3), in

that it does not have any dependence on specification for Agent.




Specified: recipient of goods with transfer verbs (a4 'give', 2iché 'sell’); also
perhaps causee (recipient of causation) with Directive verbs ( #7'command’, o4 'let’; see
3.2.3). Realization is Obj-x or Obj-1. One bit of evidence in favor of lumping together
recipient of goods and causee is the fact that when both appear in a sentence the causee
is Obj-1, the goods (presumably Patient) is Obj-2, and the recipient of goods is in an
obligue relation: as if recipient of goods had been pre-empted by causee for the role

Recipient. E.g.

(1 vE dA Phaan rd nE *apd
Is command give (name) money Ne 3 YS

| told P. to give money to his younger sibling.

I do not posit an Instrument role for Kayah. There is no morpheme specifically
marking instrument. Many Kayah sentences that can be translated with an Instrumental
with-phrase in English involve the preposition 2£, but these seem to be one instance of a
mare general phenomenon. Constructions with #£ are discussed in (6.5) below; here it
may suffice to point out that many examples are consistent with Fillmore's
backgrounded-participant analysis. E.g.

(20) *3 chdi 1i mi nE tothé na
3 poke red fire Ne iron Na

He poked the fire red with an iron, (355.5)
Here we may construe s/ ‘fire' as the Goal and £2 ¢ 'iron' as the manipulated

Patient. Either role may appear as Object of ¢huw
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(21) chu bb toplant riceplants (b = Patient)
(22) thé chuiikend Needle pricks finger (ken3 = Goal)
In (20) the Patient 'iron’ is pre-empted for the Object position by the Goal ‘fire’, since

the latter is more saliently affected (it becomes red). The verb A 'stab, prick, poke in'
may then be specified as [Agent Patient Locativeg,,; ], with no need to refer to an

Instrument.

2.4 _Argument Structure.

The semantic roles specified by a verb are often called its ‘arguments’; the set of a
verb's semantic role specifications may then be called its argument structure (as in
Williams 1981); | will also occasionally refer to specified roles as ‘arguments'. When a
verb acts as unitary predicator {'main verd’, head of VP, etc.), the roles of its argument
structure are associated with various NP's in the sentence's syntactic structure, usually
via a system of grammatical relations; see the following section {3.5).

When a verb is not acting as unitary predicator, argument structure is also relevant.
This has been studied in connection with cempounds in English: for instance, a deverbal
noun or adjective may appear with other morphemes in a compound word such as
ciirch-goer, slum clearance, hand-waven, and so an. |n all these examples there is a
sense in which the preposed N is associated with one of the semantic roles specified by

the verbal root of the following deverbal noun: ¢/xrc/? may be the Goal of gy s/ is the
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Patient of c/ear; #and could be called the instrument of weave, and so on.

Like most Southeast Asian languages, Kayah has little derivational morphology. But
it is also true to its areal type in having extensive use of constructions that combine
verbs in complex predications of the sort often referred to as verb serialization or verb
concatenation (I will be claiming that some of thse constructions in Kayah are moare 1ike
compounds than syntactic phrases, if compounding is an aspect of morphology, this is an
important sense in which Kayah--and presumably other languages of the area--cannot be
said to lack morphology). For at least some of these constructions it is useful to
consider how the argument structures of the verbal components of the construction
interact. (f use 'construction’ as a neutral term for any unit of syntactic structure,
including both syntactic phrases and compound words).

Consider the hypothetical example;

(23) »a thut st [di p2 ]
3 wipeyrub dry rice pot
He wiped the pot dry.
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Assume that (1) has the following structure:

(24
S

N
NP VP

"\
vC NP
AN

V y d1po
thul sl

Arguments for this sort of structure will be given in (6.2) below. The node VC (Verb
Compilex) may be considered as simply V, thus a compound; or it may be V, a syntactic unit
intermediate between the minimal (Jexical) and maximal phrasal levels. The question of
the phrase-level status of VC will be taken up in (S) below.

There are two questions that can be asked of this example: what is the argument
structure of VC? and how does that argument structure relate to the argument structures
of the component verbs #/wand s¢ ? Assume that the component verbs have the
following sort of argument structures:

thut ‘rub, wipe' [Agt Pat]

su ‘be dry, clean' [Patient]

In all, this involves one Agent specification and two Patient specifications. But the
sentence as a whole contains only two argument expressians, the Agent 27 'he’ and the

Patient o7 p2 'pot’, implying that the VC also specifies just one Agent and one Patient;
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thul st 'wipe dry’ [Agt Pat]

Let us refer to the above as a derived argument structure. There are a number of ways
that the second question above, concerning the relatian between derived argument
structure and component argument structures, could be answered.

a) Since the VC #4u7 s¢7 has the same argument structure as its first verb #u
perhaps the first verb simply transfers its argument structure to the whole VC. This
could be taken as evidence that the first verb is the head of the construction.

b) Since, of the tota) of three argument specifiations for the two verbs, it is one
Patient that is 'missing’ (or redundant?) in the derived argument structure, perhaps there
is some rule whereby identical or redundant role specifications cancel out.

¢) In(23) o p2 has adual role, being the participant that is wiped and also the one
that becomes dry: it has the Patient role of both 2447 and su In this view the Patient
specification of the derived argument structure associates (to use an intentionally vague
term) with the Patient specifications in both component argument structures.

Although these three formulations are not mutually exclusive, they apply in different
ways to the different types of multi-verb construction. Accordingly | will use a fairly
detailed type of representation of derived argument structure, keeping in mind that all
details will not be necessary to describe all types. For ¢hui s the structure can be

diagrammed as below:
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(25)
thiisti [Agt Pat]

/ N\

thil [Agt Pat] siilPat]

Here the upper level shows the derived argument structure, the lower level shows the
component argument structures, and the slanting lines show mapping between the two--in
this instance, representing the association of the two Patients of the camponent argument
structures, Note that some of the VC components that contribute to the derived argument
structure are not verbs, as was outlined in (3.2.4) above in connection with the example
repeated below:;

(11) 2a%e 286 1& nm VE di to
3 eat much more at-all 1 rice NEG

He does pot eat more than me.
The derived argument structure for (4) will include a component represented as

{Standard], even though /¥ is not a verb.




3.2, Grammatical Relations.
An alternative representation to (3) of 3.4 that should be mentioned is one that refers
to grammatical relations rather than semantic roles. E.g.

27
thutsii [Shj Objl

AN

thux [Sbj Obj ] su [Sbj]

This is of course nearly identical to (25); it might, however, make a difference at
some level that (25) maps together entities of the same type (Patients), while (27) maps
together entities of different types (Sbj and Obj). For this and several other reasons, a
brief discussion of grammatical relations is in order.

Recall that when a verb acts as unitary predicator the roles of its argument structure
are associated with various NP's in the sentence's syntactic structure. in most theories
this occurs via a system of grammatical relations (sometimes also referred to as
‘grammatical functions'). 1will not go into the question of the status of grammatical
relations as theoretically basic versus derivative; here and in my ensuing use of such
terms as 'subject’ and ‘object’, it will not make much difference whether the reader takes
the terms as abbreviations for configurational definitions like ‘NP of $', or as standing for
theoretical primitives. | will assume that there are generalizations concerning the

realization of semantic roles as grammatical relations (e.g. Agent has the unmarked
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realization Subject), and that particular verbs may lexically specify certain grammatical
realizations that depart from the generalization. The latter mechanism would be needed
for example, to ensure that in Sob hates rats and Rals annay 6ob, the arguments Sap and
rats will appear in the proper syntactic positions even though they have the same
semantic roles in both sentences. Section 5.3.3 below will include one possible versio;\
of this approach to grammatical realization in the context of a more formal account of
derived argument structure.

A distinction was made above between ‘direct' and ‘indirect' arguments, which we
have seen can also be put in terms of arguments specified by the verb anly versus
arguments specified by the verb and by some non-verb. This distinction has an analog on
the level of syntax in a distinction betweeﬁ ‘pure’ and ‘ablique’ grammatical relations (the
opposite of ‘obligue’ would be better as 'direct’, but | wish to avoid duplicating
terminology between semantic and syntactic Jevels). The pure relations are more varied
and abstract in semantic value: they realize a variety of reles, and those roles have
relatively abstract meanings (Agent, Patient, ‘experiencer’, and so on). The abligue
relations are ‘impure’ in that they tend to be fairly concrete and restricted semantically.
They are often marked (as by English prepositions) even when the 'pure’ relations have no
overt marking, and they are marked by items that are restricted to marking a certain role
(that specify that role, as discussed above). In Kayah it is useful to distinguish the purely

configurational grammatical relations Subject, Object, and Object-2 from the oblique
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relations marked by prepositions or particular categories (i.e. the Extent constituent,
always consisting of a CIfP).

In describing argument structure in Kayah, | will be most concerned with the
semantic roles that, in the unmarked case, are realized as these 'pure' grammatical
relations. These are the direct argument roles Agent, Patient, and Recipient (and Causee,
if that is distinct from Recipient, keeping in mind that Recipient also has a non-specified
version); also some of the roles that are specified by non-verbal VC constituents, an
example being Standard, as illustrated in (3.2.4) above. Standard is realized as Obj(-1)
and so interacts with the role specifications of full verbs.

The rales that are not specified by VC constituents (whether verbs or not) will not
receive as much consideration, since they are not often realized as the 'pure’
grammatical relations (the fact that these relations may realize non-verb-specified
roles like Standard means that ‘pure' cannot be defined as 'realizing core (verb-specified)
arguments'). In practice this means that the Inner Locative will receive short shrift.
Inner Locative is indeed specified by verbs; however its grammatical realization is
usually unproblematic, being typically identical with the realization of the non-specified
(Outer) Locative, namely PP (Ob1-2), a position that is usually open and available. For
instance the verb 27 'buy’ specifies (let us say) Agent and Patient, and the verb cwd
‘gc’ specifies Agent and Locative, the Locative being further specified as goal (‘place to

which') and realized as Obl-2 (PP). The two verbs may combine in what | will call a
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Seguential V-V (4.2.2), as in v& cwd 2jpfrs haca 'l went to buy clothes'. To that sentence
one may easily add a Locative expression, as v& cwd 2phrs haca ai kiébe '| went to buy
clothes at the market’. But it is difficult to say whether that added Locative is the
Locative specified by cwa or the unspecified Locative allowed with any action verb; or
indeed whether such a distinction can be made. There is certainly no syntactic basis for
differentiation; i.e. no altzrnative structures equivaient to the English / went to the
market to buy ciothes (Locative is specified argument of go) versus/ went to buy
cloties at the market (Locative is unspecified Adjunct). The upshot is that in
considering derived argument structures Locative arguments can be safely ignored in
many cases.

what does most need to be sorted out in derived argument structure are the roles that
may be realized as the three ‘pure’ grammatical relations (Subject, Object-1, Object-2).
For convenience, | will sometimes refer to verbs according to the number of pure

relations they take. | will use the following abbreviations:

Y takes Subject only (Agent or Patient)

Vi takes Subject and Object (Agent-Patient,
perceiver-perceived, possibly athers)
Vd takes Subject, Object-1, Object-2 (Agent, Patient, Recipient)

Note that these abbreviations need not be taken as direct references to grammatical
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relations. They could stand for particular interactions of argument structure and rules of

grammatical relation realization, the latter including both general statements and

idiosyncratic lexicat features. To put it another way:

V; = a verb whose argquments include nothing that may be realized as Object

Vi = a verb whose arguments include one that is realized as Object

Note that a V; could actually specify two arguments if one of them is Locative;

similarly a Vt could specify three arguments.

Grammatical relations are marked in Kayah by a combination of structural position

and syntactic category:

Subject
Object-1
Object-2

Oblique-1

Oblique-2

Extent

order

1st before V

1st after V

2nd after V

3rd after V

4th after V

Sth after V

configuration
sister of VP

sister of VC

sister of VCor
of V

sister of V

category
NP
NP

NP

PP

CifP
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All of these grammatical relations will be discussed below; for now we will give
them some preliminary characterizations.

Subject. Generally fits the traditional use of the term.

Obj-1. Similar to English Indirect Object: recipient with transfer verbs. Also causee
incertain causative constructions.

Obj-2. Similar to English Direct Object: Patient with action verbs, and so on. When
only one Object is present, it will be referred to as simply Object; the question of which
of the two Object positions should be identified with this single Object will be discussed
in (6.4) below.

Obl-1. No good English equivalent; the clasest might be the Instrumental w/¢H-PP.

Ob}-2. Usually Locative,

Extent. No real English equivalent; describes temporal duration of action or number of
participants affected, as discussed above. Since this is an | instance (and the only
instance) of one-to-one mapping between a semantic role and a grammatical relatian, | do

not bother to give separate names to the two. If separate names are desired, this could be

called the Obl-3 relation.

In the fallowing chapter (4), the descriptions of V-V types will include derived
argument structures of the type outlined in 3.4, with the arguments identified as
semantic roles, These representat_ions will be used as a descriptive device only. Chapter

S will turn to the guestions of what part such representations should play in the grammar
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of Kayah, whether they are pest cast in terms of semantic roles or grammatical relations
should include, and at which level or component of the grammar they are to be situated.
The reader may consider this inductive strategy of exposition as analogous to the type of
phonological analysis which begins with a list of phonetic segments and then proceeds to

aphonemic 'solution’ {e.g. Emeneau’s {1951) analysis of Vietnamese).
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4. The Verb Complex

4.1 Introduction.

The Kayar; Verb Complex (VC) is the site of combinations of a bewildering variety of
morphemes, some indisputably Verbs, some clearly non-Verbs, some less easy to classify
Since similar situations obtain in many other 1anguages, both in and outside of the
Southeast Asian area, some remarks about the general phenomenon are in order.

We will refer to the general phenomenon as Verb serialization. It includes both 1)
immediate concatenation of individual verbs and 2) strings of units made up of verb plus
NP argument (most typically, Verb-Object constructions). It is useful to use the
terminology of X theory in formulating the definition so as to include the Iatter type: the
serialized items are of the category type V, and may be of the category level zero (i.e.
lexical verbs) or higher (i.e.“ V' or V", which may include the verb's subcategorized
arguments). To this should probably also be added the feature of lacking overt marking of
the relation between the components. The latter feature is added partly as a practical
limit on the field of investigation: | recognize that verb serialization constructions may
be closely related to structures that do have overt markings of embedding or
co-ordination.

Terms previously applied to various sorts of V serialization include ‘verb series'
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(Vietnamese; Emeneau 1951), ‘verbal expressions in series’ (Chinese; Chao 1968),
‘tompound verbs’ (Burmese; Okell 1969), and 'verb concatenation’ (Lahy; Matisoff 1973). |
will adopt Matisoff's term 'concatenation’ for immediate serialization of verbs (without
intervening arguments), distinguished from sequences of verb-plus-argument, which can
be called VP-series (one might also use the X terminology, v?serialization and V"
serialization); this then leaves ‘serialization’ free for use as the cover term for both. It
is interesting to note that verb concatenation seems to be more characteristic of
verb-final languages., while VP-series is typically associated with verb-medial
languages. This is evidently not confined to the Southeast Asian area: Foley and Van
Valin, citing ianguages of Papua New Guinea and Africa as well as of Southeast Asia,
claim that

extensive nuclear junctures [i.e. V concatenation, DBS] are a widespread feature

of V-final serializing languages

(Foley and Van Valin 1984, 193)

in fact it is probably better to put the generalization in the opposite way: VP-series
are found overwhelmingly in verb-medial languages. 1t is true that V-final languages
seem to make the greater use of concatenation, but V-medial languages also consistently
show construction types that fit the definition of concatenation, often of the modal

auxiliary type (verbs underiined):




(1) Thai khaw khaaj  jdak pen thahaan rya

he has-ever want be soldier boat

He once wanted to be a sailor {Noss, 116)
(2) Chinese ta @i chi bingchilin

he love eat ice cream

He loves to eat ice cream (Chao, 738)
Chinese also has concatenations of the ‘result complement’ type:

(3 pai sile ge cangying
slap die-PFV cif housefly
swat a fly dead (Chao, 473)

Thus verb-medial languages have both concatenation and VP-series, but verb-final
languages usually do not have VP-series (but see Wheatley 1985 for exceptions in the Yi
languages of China). In Vietnamese, concatenationand V-argument serialization may
alternate, according to syntactic and/or semantic conditioning:

V + Directional, conditioned by (phonological) size of NP Object
(4 dem ra bachel ruguto tiong

bring exit 3 bottle wine big big

brought out three real big battles of wine (Nguyen, 399)
(5} dem rwgura

bring wine exit

bring out some wine (Ibid.)

90




91
V + Result, conditioned by realis/irrealis
(6)  hum n mét tréu
tiger eat lose buffalo

a tiger ate the buffalo (Nguyen, 402)
(7)  cofchumg, hum %n tréu mét

tiger eat buffalo lose

Be carefull the tiger may eat up the buffalo (Ibid.)

This Vietnamese data, in which concatenation and VP-series express identical
propositional content, is good evidence that the two types of construction are similar
enough to count as instances of a single phenomenon,

Verb serialization as | have defined it is definitely a surface phenomenon, in the
non-technical sense of ‘surface’. Most obviously, regarding the restriction to
constructions without overt marking of relations between the verbs or VP's, it is quite
possible that some such constructions are in fact unambiguous in the relations between
their parts, for instance, it may be a lexical feature of certain verbs that any following
verb or VP is subordinate. Mare importantly, to speak of sequences and strings leaves out
the question of structure: a sequence verb-noun-verb may realize several possible soris
of configurational structure. For instance, the Thai expression Awaat bsan sa-dat ‘sweep
{the] house clean' might have a 'f1at structure cansisting of three co-equal elements, but
it may also have either of the two following bracketings:

A. kwaat [baan sa-aat]

B. [kwaat baan] sa-aat




One furthermore must wonder what labels belong on the brackets: in A, the bracketed
material seems to be a clause with Subject and Predicate, while in B, what is bracketed
looks more like a VP. We also need to know how to represent the fact that & ‘house’ is
understood to be the participant that receives the action of sweeping and also the
participant of which cleanness is predicated. This might be reflected in a third possible
structure

C. kwdat baan [X sa-aat]

One may then choose one of several possible methods of relating the items X and 4337
; the field of choice may include ﬁethods that do not represent this information in the
syntax at all. Finally, note that what has been discussed in this paragraph has been
surface structure in the more technical sense: none of the possible structures mentioned
is from an underlying level that must be subject to transformations (at least, not
necessarily: structure C could conceivably be the result of a transformation moving the
subject of the lower clause to the object position of the upper clause. X’ would then be
the trace left from that movement).

To exemplify a second genre of problem in analyzing verb serialization, consider a
second Thai sentence: chan kwaat basn hij Lék literally '| sweep house give Lek’,
actually 't sweep [the] house for Lek'. The same questions of configurational structure
can be asked as were applied to the preceding example, but now an additional question is,

is A3/ averb? Clearly the meaning ‘far' is close to 'give’, but equally clearly, no concrete
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object is being given in this instance. The answer({s) to this question have direct .
implications for the structural analysis as well. If 447 is a verb, the sentence can be
analyzed as complex, containing two clauses whose structural relation must be
described, it might also be monoclausal, but then one would need to defend a clause
structure with two positions for the category V. If, however, /37 is not a verb but (say)
a preposition, the sentence can only be monoclausal (omitting from consideration
theories that would 2llow a preposition to be underlyingly verbal).

From one point of view, the concepts of single versus multiple clause and of verb
versus non-verb can be seen as labels for the endpoints of a continuum rather than binary
oppositions. Thus, when the serialized construction is more clearly analyzable as
multi-clausal, the serialized morphemes tend to be more def initely fuil verbs, and the
meaning involves more clearly separate events. in contrast, as the construction comes
closer to being a single clause, its component morphemes are more like a single main V
plus subsidiary non-verb elements (particles, prepositions, etc.), and the meaning
describes a more unitary event. The continuum seems especially apt for use in tracing the
historical development of serializing morphemes and for comparing morphemes with
similar functions in different languages. As an instance of the first sort, it is well
known that the Chinese words ¢/ 'passive marker' and £&'pretransitive, marker of
preposed Object’, which are not verbs in modern Mandarin (or only marginally so), were

full verbs in earlier stages of Chinese, meaning ‘cover’ and ‘hold, take' respectively. They




have moved toward the non-verb end of the continuum. As an instance of cross—linguisti;
comparison, the Thai equivalent of 48/ is ¢k however the passive construction
introduced by &k is more specialized than its Chinese equivalent, being limited to
application to adversative situations. Also 4 may still occur as a full verb meaning
'strike (a mark), correct; be cheap’. 1t may thus be said that 467 and &t differ from
each other in that the former is situated further toward the non-verbal end of the
continuum than the latter.

It is often useful to speak of a single ward having 'different meanings' in ‘different
uses', cf. the following statement by Chao (p. 332)

the verb 53  zhdo ‘shines upon, reflects’ besides being a main verb... is often
used in first position {in a VP-series] in the sense of 'following, according to'...

Here ‘first position’ is equivalent to Coverb, Unfortunately this manner of speaking is
not strictly in accordance with current theories of the lexicon, in which a single entry
may have only a single semantic representation and a single syntactic specification.
Thus in the case of z4do, the entry for 'shine upon', with a syntactic feature [+V], will
have to be distinct from the entry for ‘according to’, not only because of the difference in
meaning, but also because the [Coverb NP] [V NP] construction is formally distinct from
the {V NP] [V NP] serialization (Chao, 749-51, Li & Thompson 1974), hence the entry for
‘according to' must be specifed as [+Coverb] or [+Prep], or whatever feature is chosen to
distinguish Coverbs from ordinary V's. The two entries are not entirely cut off from eact

other, however: they may be related by 2 lexical redundancy rule as in Jackendoff 1975,
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or 3 lexical rule may derive one from the other .

The loose-spoken concept of ‘single V with several uses/meanings’ could be replaced
by something like ‘family of entries related by redundancy rules'.

Kayah is remarkable in that it makes more extensive use of concatenation, and more
limited use of VP series, than is typical of a verb-medial language; this is true even in
comparison to other Karen languages such as Sgaw and Pa-0. This has interesting
typological and historical implications, but we will not go into them here. The Kayah Verb
Complex (VC) is the locus of this extensive concatenation, and is the topic of this
chapter. The VP series construction will be discussed in Chapter 6.

Kayah also is less rich than many other languages in its use of the equivalent of the
Versatile Verbs of Lahu grammar. This is the type of verb mentioned above which occurs
both as a single predicator and in serializations, and which in the latter case very often
has a different (but related, more abstract) meaning. The verb ‘give' is very commonly of
this type, being also used with meanings of 'for, benefactive’ (as in the Thai example
above), ‘cause, let’, and/or 'passive marker'. Many of the more abstract functions that
these perform in Lahu and Burmese, such as aspect-like notions, are in Kayah expressed
by non-verbs. For example, in addition to use of the verb 'give’ to show benefaction, the
verb 'be at’ is linked with durative or progressive aspect in Lahu, Burmese, Thai, and

Chinese:
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give/benefactive be at/durative
Lahu pi ché
Burmese pei nei
Thai haj jlu
Chinese géi zai

But in Kayah these are expressed by non-verbs, the V-particles g& and pz

respectively2.

1.3, Outline of Analysis of the VC
In describing combinations of morphemes in the VC, we well make a first division
between constructions combining two (or more) verbs, which we will abbreviate V-V, and

constructions combining a verb with some morpheme that does not fully meet the
definition of verb, The latter type of morpheme will be known as a Verb Particle (VPtc),
and the construction will be known for short as V/Ptc, the slash indicating that the Ptc
may either precede or follow the verb, depending on the characteristics of the Ptc in
question,

It will become evident that some morphemes that we are forced to class as VPtc's
are quite verb-like in certain respects; an example is the class of Bound Result

Expressions (4.3.7). Conversely some ather maorphemes, which we treat as verbs with
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special characteristics, might be argued to be better clasified as Pic's. These are
morphemes like the Directives (4.2.3), which occur both as single predicator and in
construction with (other) verbs; but with different meanings in the two cases. £.g. 77
‘use’ (as single predicator), ‘command, tell to do’ (preceding averb). Such morphemes are
here presented as single, but polysemous, lexical items.; but if they were treated as
separate (although related) lexical items, the item with the special use (‘command' in the
example just given) would fail the test of verb-hood, since it must occur before a
(second) verb.

V-V constructions faii into five categories, distinguishable primarily on semantic
grounds, but with certain identifying syntactic properties as well. To present a general
idea of the types, | list them below together with a brief semantic description and a
simple example. | use ‘action’ here torefer to the denotation of verbs in general; in most
cases ‘event' and even 'state' could be substituted.

Resultative The first verb describes an action, the second verb describes a result of

that action. |

2a thul st di p3 He wiped the pot dry
1 2 3 4 1 2 4 3

Descriptive The first verb describes an action, the second verb gives an adverb-like
maodification of the action.

?a?ephredi  He eats (rice) fast
123 4 t 2 4 3
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Sequential The first verb describes an action, the second verb describes an action
performed after and/or as the purpose of the first.

2a cwa “iphri haca  He went to buy clothes
12 3 4 1 2 3 4

Directive. The first verb describes an act of ordering or permitting, the second verb
describes the content of that act, the action ordered or permitted.

7and dEVE thA He told me to get (dip up) water
12345 1 2 4 3 S
Modal. The first verb denotes obligatoriness, or one of various other abstract

conditions, pertaining to the action of the second verb.

saberedi He must eat (rice)
12 3 4 1 2 3 4

The above five categories may also be classified according to whether the two verb
positions can be filled by just any verb, or at least by any of a large, unlistable number of
verbs. The first three types listed are can be catled 'o;;n‘, in that fairly large numbers o
verbs may occupy both first and second positions. The last two types can be called
" ‘restricted' in that the verbs occurring in first position must belong to a certain listable
class.

Several V-V types may co-océur, and multiple Verb Particles are common., VC's thus
guite commonly consist of four or more morphemes; cf. the follawing, with three verbs

and three VPtc's, from a recerded conversation:
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(8) chut KkE ré kA IEkhE pé |vE i mi i to
kindle burn good COMPTC BEN |  fire NEG

They didn't burn it well for me. (1s.2)

ch K€ is a Resultative V-V, literally 'kindle stg se it burns', which then forms a
Descriptive with /4. See 43 for descriptions of the VPtc's,

One can also use versatility of the component morphemes as a criterion for
classifying constructions. Versatility is of course redundant for grammatical
morphemes like particles, which are versatile by definition, being non-free, of listable
number, and occurring with all or large numbers of a certain class of free morphemes
(indeed free-morpheme classes are often defined in terms of occurrence with certain
particles). Non-free morphemes that are restricted are generally treated as bound
members of compounds. For verbs, there is a partial cerrelation between versatility and
construction type: the verbs of the listable classes occupying the first positions in the
Directive and Modal V-V's are highly versatile, again virtually by definition, while the
open class of verbs appearing in the other V-V constructions includes a great many fairly
restricted members. But there are also verbs appearing in the ‘open’ V-V's that must be
admitted to be highly versatile : in a Sequential V-V the \;erbs cwa'go’ and /£ 'go(from
home)' could precede practically any action verb; in a Resultative V-V, the verb ¢g'hit a
target, be correct’ is probably similarly versatile as second verb. But the function of cwd

in a Sequential like cwd mé /20 'go and peek at’ is no different from that of the
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less-versatile &3m0 ‘open’ in 63 md mé ho 7 (41.6) ‘open [a curtain] and peek at him'. |
prefer to emphasize the commonality of function over the discrepancy in versatility.

Matisoff makes the opposite choice in his analysis of Lahu Versatile Verbs (as
indicated by the term itself). This gives a system that is generally paraliel to that
described here for Kayah: the Lahu Versatile V's correspond closely to those Kayah verbs
that fill the restricted positions in the restricted V-V's. It is worth noting that these
Kayah and Lahu verbs share a feature in addition to simple versatility, namely a meaning
shift between main-verb use and Versatile Verb use. The other Lahu verbal constructions
include ‘fortuitous concatenation’, corresponding to the Kayah Sequential V-V, and verb
plus Resultative Complement, which corresponds to the Kayah Resultative V-V. However
the correspondence is not exact, since a single Kayah V-V type may contain more and less
versatile verbs: for instance, a Kayah Resultative V-V with a versatile second verb like
{g 'V the right one, V correctly’ would probably rount as a true concatenation, while the
same V-V type with a less versatile second verb like g/ ‘crack’ would be a verb +
resultative complement. Also the Kayah Descriptive V-V does not fit so neatly. See the

table below:




Kayah Lahu
Sequential fortuitousconcatenation
Directive  concatenation
Modal concatenation
Resultative verb + resultative complement; concatenation (ina
few cases)

Descriptive uncertain: concatenation (few), adverbial expression

In some respects my decision against versatility as amajor analytic criterion simply
reflects the different character of Kayah grammar: the Kayah equivalents of Versatile
Verbs are not as numerous or as complex in grammatical behavior as the Lahu Versatile
Verbs. Regarding fortuitous concatenation (the equivalent of my Sequential V-V),
Matisoff analyzes the Lahu construction as resulting from deletion of a connecting
morpheme from a two-clause underlying structure. My analysis of the Kayah construction
as just another type of V-V is required by my decision to operate without underlying
syntactic structures (and hence no transformations).

Method of Exposition. The exposition will proceed in a 'bottom-up’ direction, first
describing two~morpheme constructions and the morphemes that may appear in them
(verbs in 3.2, particles in 3.3), then some of the ways that the types of construction may

interact toaccount for sequences of three and more morphemes (3.4). Having laid out the
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facts in this manner, | will then consider a slightly more formalized account that goes
rather in a 'top~down'’ direction. | will also consider whether that account is to be

ascribed to syntax or morphology; i.e. whether the constructions in the VC are syntactic

phrases or compounds,

4.2. Verb-Verb Constructions.
12.1_Resultative Constructi
421.1. General,

In this type of V-V construction, the second V gives the result of some action

described by the first. Examples:

(1) *0| mu sA | pe

they beat die 1p

They beat us to death. (110.3)
(2) pl6  ba  ri| thwi

smear white PTC lime

(They) paint (it) white with lime (47.3)
(3) ce 1 beu

dye red cloth

fhe] dyed the cloth red. (5/2)
(40 phd va thaku

boil cooked tea

[he] brewed the tea (till it was done). {5/3)
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(53 ralklo  bi| di p

3 cover closed rice pot
He covered the pot {with a 1id)
(6) 7aljd ké| th3 khri | toki
3 bend broken drum fragment abit
He broke off a few pieces of the drum3 (329.6)

Note that, for the one-argument verbs denoting states (4 ‘white’) or processes { sA
'die’, &€ 'break’), which are the most common fillers of the second position in
Resultatives, appearence in that second positicn is the only way of giving them the
causative meaning conveyed by the transitive English equivalents such as freak, siut
The alternation between the transitive and intransitive versions of English verbs like
break has been referred to as the causative-anticausative alternation. InKayah, all
causatives (in this sense) are complex expressions; from the Kayah point of view
causatives like freat and siut are vague since they describe a result but do not include a
description of the causing event. The nearest Kayah equivalent is a Resultative with
first verb /me 'do, make’, as in me s4 'kill', me 67 'shut’; however this is not available
with all verbs. For instance with /0 open’, /72 ma sounds strange, the usual expression
being £5md, with first verb 47 ‘reach’.

Another point that should be made about the second verb in a Resultative (which may
be called the ‘result expression’): result expressions describe intended or expected

result, but do not predicate that result as actually happening to the patient, although

they may strongly imply it. Thus neither of the two following sentences is odd:




(7) ti o |?a ndo| to
stuff enter 3 enter NEG
(I tried to) stuff it in but it wouldn't go in (5/15)
(8) 7alchiisi|la| nE ?ithoal ma |7alsA|to to
3 stabdie 30BV Ne knife be-so 3 die NEG NEG
They stabbed him "to death’ with a knife, but he didn't die, either. (354.4)

The above clearly shows the ‘adverbial’ semantic quality of the Result construction (7)
involves the Directional subtype of Resultative; see below). Note incidentally that me s4’
, the closest Kayah equivalent of 'kill’, is more accurately translated as ‘do something
murderous'’. The second V, the Result expression, may be thought of as specifyinga
direction of the action: concrete physical direction as in (?7), or abstract direction
towards a result as in (8). Statement of this directional specification may be used to
imply arrival at the intended/expected result, but coming to pass of that result is not
included in the literal meaning of the construction. With this understanding, | will
usually gloss Result constructions as if the result were asserted: e.g. ‘stab tae death’

rather than 'stab so as to tend to cause death'.

Fillers of the V slots: Starting with the clearest cases, it can be said that the Vi

slot is open to any Vi The second verb can be any V; that denotes a change of state; clear
examples are s4 'die’, &7 ‘closed', gy7broken, ruined', and the various verbs of breaking,

cracking, shattering, etc. Vi as first verb is also quite possible:

104




(9) beld|ta phé

glass fall crack

The glass fell and cracked. (10/31)
(10) sise|khrapja A

fruit dry ruin NS

The fruit dried out and was no good. (10/31)
(11) ho copja 13 A

rice wet ruin use-up NS

The rice got all wet and was ruined. (10/31)

The second verb is not limited to change-of-state Vj's, which presumably take

Patients as arquments; the second verb may also be an Agent-taking V;, at least under

certainconditions:

(12) »a]me ngo | phicé
3 do laugh chiid
He made the children laugh
(13) ?2a d3 mo dujme si?iché pé philcé
3 beat gong big do afraid BEN child
He struck the big dong and frightened the children. (5/6)
(1) ma no tasi
beat weep horse
Beat a horse so it cries. (5/15)
(15) vE|pht katho cwad|?a
Is hu stand help 3

| helped him stand (by putting my arms around him).
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(in the last example cwa ‘help’ is a Descriptive Particle, in construction with the
V-V phé katha). second verb can even be a V.

(16) vE|phi cwi|pa
Is whippull ox
! whip the ox to make it pull (something).
(17 »a|?ijé cwi | tachg
3 jiggle pull elephant
He 'jiggled' to make the elephant pull {(something).

( #/£ means to jiggle one's body while remaining in place; it is the action performed
by arider to get an elephant to move, the equivalent of ‘Giddyap'). In these last examples
the result of the action is a second action, performed by a second agent. These are not,
however, identical to the Directive V-V constructions (above, 4.1.3.2, and below, 4.2.3,
where the difference will be discussed).

42.1.2, Directional Constructions.

In these, the second verb gives a directional specification to the action of the first V
Examples:

(18) jt cwa ri| sine
carry(shldr) go RA  gun
[they] went carrying guns on their shoulders (235.5)
| (19) ?ajde the| d& plo ki| d& phré khu
3 put go-up at box in at shelf on
They put (it) up in a box on a shelf. (326.1)
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(20) tolabivi rA| ¢ the ni]lu  hi
whirlwind PTC |ift go-up get 3 house
The whirlwind lifted up their house. (42.7)
(21) 7ase|khra the A
fruit  dry go-out NS
The fruit got drier. (92.6)

Notice that the direction can be metaphorical, as in(21).

Directional constructions can be considered to be a special type of Result
construction. Semantically the direction can usually be understood as resulting from the
action of the first V, as in (19) and (20), although in many cases it is not so clear that
there is a true causal relation, as in (18) ( /cws 'go carrying') and such expressions as
d¥ the ‘ride (vehicle, animal) up', and /o /£ 'float away, go floating. Syntactically,
Directional expressions can co—occur with (other) Result expressions, which suggests
that they form a separate type, but they may either precede or follow the other Result
expressions, which suggests that the two are similar if not identical:

v Or R
(22) ne|cwi the thi]?aca|na
2 pull go-out long wick NA
(if) you pull the wick out long (341.6)
vV br R
(23) vE|meta phra
1s do fall to-sound

| dropped (stg) so it made noise.
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v R Dr

(24) b> md the
reach open go-out

open (stg) outwards

Directi:)nal constructions are also like Result constructions in that both may be
embedded in a Sequence construction (4.2.2).

Directional constructions differ from Result constructions in that the V's appearing
in the second -position, fhe ‘Directional’ V's, form a closed class, which we will list
below. This difference may, however, be a matter of degree: it may be equivalent to
saying that relatively few V's specify Locative, while relatively many have whatever
feature is chosen to refiect their potential for appearance as second V in the ‘general’
Resuit constructions: {+Patient], [+change of state], or some other. There are several
types of Directional verbs.

Type ADirectional

cwa go

he go (from home)

ka come, go (to home)

None of these has the same deictic orientation as English ‘come’ and ‘go’, namely
‘motion towards/away from the speaker or other center of interest’. As mainV, cwd

usually nas no deictic connotation at all; as Directional it may (but does not necessarily)

mean ‘away', as in A& cwa 'blow stg away'(of wind). 42 and /£ are paired, as in such




expressions as vdve ka vive /€ 'wave-come-wave-go: wave back and forth'. Usually they
refer to motion towards or away from the home of the speaker or other protagonist,
whether the speaker/protagonist is at home or not?

ka is an especially common second V, meaning 'successfully get stg and bring it
home" puika taché ‘tatch elephants (and bring them home)', 2pfr/ k2 'buy stg (and
bring it home)'.

Type B Directional

the goup

.ls go down (voluntarily)

ta  godown (involuntarily), fall

the goout

no goin

tho go to someplace near, 'go over'

(as colloguial English 'go over to sbdy's house’)

t0  arrive

ré  goacross

teka curved, hooked, winding

For examples of these, see examples 27)-29) and 30)-32) above; also katha ihe
‘'stand up' (Ikat/u ‘be standing'), /e £5 ‘drop stg (on purpose) (swe ‘do'), ph/é the ‘take stg

out' (ph/2 ‘take'), s¥n0 'put stg in' (s¥ 'insert'). For laka, cf. cwd taka k/€ ‘(1) go around
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a curve; {2) go on a winding road (cf. also £g/£ fata 'dishonest (‘crooked') person’).

Type B Directionals may be second verb with a Type A as first verb: cwd ¢ 'go up'.
Most type B's may take the prefixes 4o~ ‘moving Subject’ and po- ‘orientation (no transit
of space). For the former, note the contrast g/ # t#e 'take stg out (of a container)
Versus of/d kethe ‘take stg out (of a house)'. In the former only the entity clienoted by the
Object moves out, in the latter both Subject and Object move out.

while the £o-prefixed forms are verbs, the forms with prefix go- are not; see
(43.7.2) below.

Derived A t Structure: Resultatives.

In cases such as (9-10), with two one-argument verbs, the single argument of the
sentence has the Patient role spécified by each of the verbs:

(25) V-V [Patient]
/ \
VipPat] V([Pat]

Examples (1-6) represent a canonical or prototypic pattern, with two-argument verb

followed by one-argument verb; they have the derived argument stucture already

discussed in 3.4 above:

(26)
v-¥ [Agt Pat]

N

Vv [Agt Pat] ¥ [Pat]

Examples (12-15) resemble this canonical type in consisting of two-argument verb




plus one-argument verb and in the coincidence between the Patient specified by the first
verb and the single role specified by the second verb. That single role, however, is an

Agent in(12-15)

27 V-V [Agt Pat]
/ /\
V[Agt Pat] V[Agt]

The case exemplified by (16-17), in which both verbs specify two arguments, is
problematic, and will be discussed in more detail in connection with Directive V-V's

below (4.2.3).
Finally we may mention another variant of the canonical type. Examples are

(28) vE ?ichi siphré khru
1s split tired firewood
1 got tired splitting firewood;
| split firewoad till ! was tired. (8/9)
(29) *a du 12 siphrd hi d5 kd
3 sweep clear tired house wall inside
He got tired sweeping the house;
he swept until he was tired. (8/9)
(30) ne méthamo [ Phéluidumehld ?A ] to
2 see happy (name) do like this NEG
You are unhappy seeing P. act like that;

Seeing P. act like that makes you unhappy. (11/21)
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(31) vé mEé mo ne to

15 look happy you NEG

| feel sorry for you, | pity you;

(1iterally,) | am unhappy seeing youlr condition]. (2/27)
(32) 7a *0 muw thA?iphré

3 drink drunk whiskey

He got drunk on whiskey. (common expression)
The variation here is that, although these are canonical in having ViV, the resuilt

expressed by the second verb applies to the Subject of the sentence rather than the
object. This is especially striking in (32), in which both Subject and Object NP's denote
entities that could plausibly have me ‘happy, comfortable’ predicated of them. But the
sentence does not mean 'l see that you are unhappy'; the informant glossed m& mo ¢o as
Thai sapsaan 'to pity’. The derived argument structure would be, e.g.

(33)
70 mw [Agent Patient]

N

70 [Agt Pat] mw [Pati

This type is relatively scarce; see 5.3.3 for some further discussion.

Derived argument structure: Directionals, Generally the derived argument structure

of Directional V-V's is like that of (other) Resultatives, in that an argument {usually the

single arqument) of V,, is associated with the single argument of a one-argument V, and

with the Patient of a two-argument V. However, in the case of the general Resultatives
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the second verb is typically a a one-argument verb specifying Patient. Directional verbs,
in contrast, specify two roles: one participant that moves, and a second participant that
is the goal (or, less commonly, source) of the motion. The second argument, which can be

called (inner) Locative, is unproblematic in derived argument structure: it always is
realized as a PPS, identical with both the specified Locative argument, if any, of V1, and

with the non-specified (outer) Locative adjunct possible with all verbs.

The first argument, the moving entity, will be called Patient (passing over the
guestion of possible Agent-hood when the motion is voluntarily performed by an animate
participan£5; it generally behaves similarly to the single argument of the second verb in
the ‘canonical’ Result V-V. That is to say, it is associated with the single argument of a
one-argument first verb, as in:

(34) IpipE]l jo cwa ra
butterfly fly go Ra
They [butterflies] flew away. (358.3)

With a two-argument first verb, the Patient of the secend verb usually is associated
with the Patient of the first verb, as in (19-20), and:

(35) # pha ta  di ?iswi
3 drop fall  food
They drop in food [into a pond, as an offering). (207.2)

In (35) the food moves downwards, while the Agent 'they’ does not; the derived

argument structure would be:
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(36)
pha td [Agent Patient Locative]

/N N

pha [Agent Patient] ta [Patient Locative]

Here, wnth ‘th:r exception of the presence of the Locative argument, the derived
argument structures are the same as those for general Resultatives; compare (36) with
(26). There are two classes of apparent exceptions to this similarity.

The first class of exceptions is made up of sentences with Directional V-V's in which

both the Subject (Agent) and the Object (Patient) are in motiaon, e.g.:

(37) *a dE the test  d& cho khA
3 ride ascend horse at mountain top-of

He rode the horse up the mountain.

Here both the rider and the horse move upwards. It would be possible ta posit a
derived argument structure showing this directly by associating the Patient argument of
{he with two arguments Vin the derived argument structure, as:

(38)

dé the [Agent Patient Locativel

7N\

dé [Agent Patient] the [Patient Locative]

However, it is doubtful whether such a complex mapping should be allowed: note that
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this is the first proposed derived argument structure with more than one line of
association originating from a single argument in a companent argument structure. It is
perhaps best to not have the derived argument structure refiect the infarmation that the
Agent moves. That information could be assumed to be available to speékers as inference
from knowledge of the meaning of certain verbs: besides @& anly 7 ‘drive' and 4/
‘paddle’ are knawn at this time. The lexical entries of these verbs could include some
explicit notation to the effect that they represent actions performed on some conveyance
while mounted on that conveyance; it would then follow that any motion attributed to the
conveyance would apply to the rider as well. With this sort of treatment, this class of
sentences can be analyzed as no different from others with Directional V-V's.

The second class of exceptions to the similarity of derived argument structure
between Directionals and Resultatives has aiready been mentioned, namely those in which
the direction is 'metaphoric', as (29), repeated below, and also:

(21) 2ase|khra the A
fruit dry go-out NS
the fruit got drier (92.6)
(39) khEébd j¢ the  na ke
~ neck swell go-out NA PRH
Maybe his neck sweiled up. (308.5)
(40) ?a b€  the 2ikhu na
3 mold go-up earth NA
He [God] molded up the earth, (337.3)
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In (21) and (39) it is clear that no participant moves outwards; rather ¢ is used ina
metaphoric sense that could be rendered as ‘increasingly’. Likewise #4¢ in (40) does not
mean that the earth moves upwards: the sentence is froma creation-m*th, and describes
God creating the earth (4 means to mold something formless, as mud or concrete, into a
form). 'M: then is to be translated as 'coming into existence'.

Since no participant moves, the derived argument structure for these examples shouldl
have no line associating the Patient argument of the second verb (the moving entity) with
anything in the derived argument structure. They are in fact quite similar to Descriptive
V-V's (4.2.4 below, where derived argument structure is discussed more fully) and should
probably be classed with them. Note that the Directional verbs we have seen in such
‘metaphoric’ constructions are limited to the two ¢ and &2, More research is needed

to determine whether other Directional verbs can be used in this way.

422 Sequential Constructions (V1-v2).

These consist of several V's (usually two, but occasionally more) that describe a
sequence of actions linked by temporal order and/or purpose, usually paraphrasable as 'V1{
and then V2' or *V1 in order to V2'. Exampies:

(41) ?alka dEha ri]2apha
3 returnask Ra grandmother

He went back and asked his grandmother, (93.6)




(42) hE2omAKIE[tA nA na
go sleep cut one two day(CLF)
[We] go and sleep (in the fields) and cut (brush)
for one or two days. (177.2)
(43) ne hE nida mé ki ma
2 come listen look COM iMP
Come listen and look! (93.6)
(44) thwi|me tha ?e A i pha| na
dog see eat NSbook skin NA
The dog saw the hide book and ate it. (103.4)
(45) »0 nE ?ibe chul 1 ma momo A

sit speak confronting mutually be-so fun fun NS

Sitting and talking together is fun, too. (180.4)

Notice that (42) and (43) contain three verbs in the Sequential construction; note also
that the relation between the actions they denote is better described as ‘alternating
action’ rather than 'sequential action’, since it is not the case that all instances of
sleeping will precede all instances of cutting; rather, they wili alternate. (45)is
different agaim: sitting and speaking are simultaneous. The informant pointed out that
the séntence (42) could also have the (nonsensical) reading of simultaneous action, ‘sleep
while cutting'. Just such a range of meanings is described for the Chinese ‘serial Verb' by
Li and Thompson (1973). purpose, sequential actjp{\, alternating actions, and

simultaneous actions.
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The sequential units may themselves be Resultative constructions:

(46) vE| pui me sA| jo khrd

Is catchdodie rat

| caught and killed a rat (10/8)
(47) ?acwa kathe phja kwa

3 go go-up take axe

He went up and took the axe.

Additionally, the ‘sequenced’ elements in (42) and (44) include two Resultative
compounds: 4 a4 ‘sieep’ is made up of v ‘be at' and /4 'sleep, lie down', and m& &
'see’ is made up of /7€ 'look’ and ¢ 'see’. Noti;:e also that the seguenced element may be
aDirectional construction, as in (47), which supports the treatment of Directional
constructions as a subtype of Resultative; cf. also:

(48) »a the phja ta
3 go-up take go-down
They went up and took [it] down. (326.4)

Thus, the sequential units may be either single V's or Resultative constructions.

Although the paraphrase 'V1 and then V2' is usually associated with a bi-clausal
structure, as pointed out above (4.1.2), the Kayah Sequential construction must be
analyzed as part of a single, non-complex clause, for two reasons. First, the various Verb

Particles precede or follow Sequential constructions just as they do simple V's, e.g:
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(49) 2amé| tul hE n d¢  pal?apo|tha
mother just-now go command dip-up DUR YS water

Mother just now went and told YS to draw water
Second, the Sequential V-V unit may take only one Object NP; if both verbs in the
construction are transitive and can be interpreted as taking different Qbjects, only the
Object associated with the second verb may appear:

(50a) *ulbd>md mé ho| IO
3 open look secretly 30BY
Secretly they opened it (mosquito net)
and peeked at him. (41.6)
(50b) *»1| b3 mb mé ho| ?iké th3
mosquito-nel;
Secretly they opened the mosquito net
and peeked (at him).
(5ta) ve|chija plwa | the
Is untie release pig
| untied it (rope) and released the pig. (3/3)
(51b) *vE|chi ja plwa| sipla
rope

| untied the rope and released it (pig).
Note also that /o 'secretly’ in (50a-b) (as is clear from the context) modifies 475 mo

mé ‘open and look’ as a unit (/42 is here functioning as a ‘Descriptive Particle’; see 4.3.6

below),
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Derived Argument Structure. The essential feature of Sequential V-V's is identity of

Agents; the V-V in the hypothetical sentence (52) would have the derived argument
structure (53):

(52) »asinjaze di
3 laugh eat cooked-rice
He laughs and eats.
(53) sinja?e [Agt Pat]
/ \ O\
sinja [ Agt] 7e [Agt Pat]

For an actually-recorded example, consider (41), repeated below:

(41) 2alka déha ri| ?aphA
3return ask Ra grandmother

He went back and asked his grandmother (83.6)
This is perhaps the most typical sort of Sequential V-V, in which the first verb isa
~ verb of motion; as such, it must specify Locative as well as Agent. The Locative is
presumably simply added to the derived argument structure:
(54) kadE ha [Loc Agent X1 ‘go back and ask’
/! AN
ka [Loc Agt] d€ ha [Agt X] 'go back' + "ask’
Finally, we may consider the argument structure of the case in which both verbs

specify Patient, and hence potentially two Object NP's, as in (50a), repeated below:
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(S0a) vE| chi ja plwa | thé
| untie release pig

| untied it (rope) and released the pig. (3/3)

(55)

chi ja piwa [ Agent Patient ]

chi ja[Agt Pat] plwa [Agt  Pat]

The important point is that the Patient argument of the first verb is not associated
with anything in the derived argument structure, reflecting the fact that that participant
cannot occur as an NP in the sentence, as discussed.

Which verbs may appear in a Sequential V-V:

Pro'bably the most common first verbs are verbs of motion and posture, as in(41),

(42), and (47). cwa 'go’ is very common; in fact it prabably has a derived form /7 that
occurs only as V4 in Sequential V-V's (see 4.3.2.3 below). Also common is the verb /w 'go

after, follow to overtake, go to get (usually to get some person). However, many other

verbs may appear as first verb, and the second verb position is even less restricted.

Among possible combinations, Vi'vi and Vi'vt are fairly common, while V,;—\./t is perhaps

somewhat less frequent. Vt'Vi i5 also possible, as this example shows:




(S56) "aphja kathe Phé tws ?aphé ha tepw
3 take go-up (name) pants one-cif

He took P's pants and went up {with them). (313.5)

Note that the second verb, with prefix £-, specifically means that the Agent went
up, and that this is the reason for analyzing (S6) as containing a Sequential V-V rather
than a Directional V-V. The equivalent Directional consfruction would be g4/d the, with
unprefixed second verb, and would mean that the Agent takes something which moves
upwards as a resuit.

The constructions in (46-48), in which V-V's themselves consist of V-V's can be
given a multi-level derived argument stucture represention, as for (48) {(omitting the
Locative arguments of ¢ and 47 ):

(57)
the phja ta [Agt Pat]
the [Agt] phjata [Agt Pat]

phjafagt Pat] ta [Pat]

A generalized derived argument structure for Sequential V-V's may be posited as:
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(58)
V-V [Agt (Pat)]

AL (Pat)] v, 145t (Fat)]

The dotted line shows optional mapping: the Patient of the V, must be either

identified with the Patient of V,, or else be given no realization at all.

123, Directive Y-V’
In these, the first is one of arelatively small set of verbs denoting commanding or
permitting; what Searle (1975) classifies as the "directive’ type of illocutionary acts. To
paraphrase Searle, the verbs denote situations in which one person gets another person to
do something, whether the second person doesn't especially want to do it (as in

commanding), or whether s/he does (as in permitting). Examples:

(59) *a n3 pa phicé mEkiil

3 command cut child rhythm-pipe

She told the children to cut rhythm-nipes. (42.5)
(60) vEdAcwaneto

Isletgo 2 NEG

| won't let you go. (3/31)

(61) 2a phé na ?é cwa vé 10 jo du

3 father Nacall go dig 30BV rat big

Her father called to her to go dig out a bigrat. (36.3)
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The class listed:

nd tell to V, get sbdy to V; (as main V) use (cf. Thai
chaj, with the same range of meaning)

dA let V; (as main V) give

jo ~ jond forbid

% ~ 28 nd calltoV

ju point, order by pointing
- deke hire to V, employ

AIswa teach to V

Note that, with the exception of the last-mentioned, these all refer to acts of
communication, usually verbal.

As (61) shows, the 'second verb' in a Directive V-V may itself be a V-V: a Sequential
as in (61) (cwa vé 'go and dig'), or a Resultative as in:

(62) »a n3 kivé the 10 heso
3 command dig go-out 30BV dust
He told her to dig out the dust. (36.4)

Here the Directive n7 is followed by the Resultative V-V 4 ve #e ‘dig out'.
As with other V-V's, the structure of clauses with Directives is fundamentally
identical to that of clauses with simple predicators. There is na evidence of embedding

or any other sart of multi-clause structure. The argument relations to a VC including
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[Directive + Vi] are no different from those to a VC with a simple Vt' and the same

identity holds between [Directive + Vt] and simple Vd, as can be seen be comparing the

following with (1) above:

(63) vEldA|?aird
Isgive 3 money

| gave him money

In both (59) and (63) the first NP is Subject = Agent, the second past-VC NP is Obj-2
. = Patient, and the {irst post-VC NP is Obj-1 = Recipient (subsuming recipient of goods an
recipient of causation). Only one sart of negation is possible, with the Clause Ptc ¢z,
although this may have varying semantic outcomes. The negative version of (59) would
be 2z n7 paphii c€ mE &l to ‘she told the children not to cut rhythm-pipes'. The
difference between @4 I f2 'nat let shdy V' and 27 ¥ £o 'tel] sbdy not to V' is probably not
to be attributed to any difference in syntactic structure, but ta differing semantic
interactions between the clause-level negative ¢ and the various Directive verbs.

Directives have scope over any following Res;JItative and Sequential V-V's, A
Directive V-V can also function as a unit to be the second canstituent of a Sequential

V-V. This means that the following structures are possible:

(64) Drv iV V]Seq nd kale de tha

command go—-down dip-up water

Tell sbdy to do down and draw water.
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(65) V[Drv V] hE n3 dé | tha
go command dip-up water

Go tell sbdy to draw water.
What is not possible is a Sequential V-V with the V1 constituent made up of aDrv-V,
as:
(66) [Drv Vly, Vo *vE[ ni cwa mul | ?a

| command go hit 3

*I told him, to go and (1) hit him,

(66) would probably be acceptable as 't told him to go and (to) hit sbdy’, i.e. Drv [V V]
These facts can be summed up by the following maximal structure:

(67)

Condition: only one Directive verb may appear.




Derived Argument Structure. The distinctive feature of the derived argument

structure of Directive V-V's is the identity between the Agent of the second verb and the
non-Agent role of the first verb (Cs=Causee):

(68)
v-v [Agt Cs (Pat)]

v [Agt Csl ¥, [agt (Pat)]

As was mentioned above, Causee may be identified with the Recipient rale. In support

of this identification, note that with a vt as second verb, the Causee is realized as Gbj-1

as is Recipient with Vd's. In addition, when the second verb is itself a Vd, the Causee

appears as Obj-1, while the Recipient originally specified by the second verb must be

realized in an Oblique PP with 728

(69) vE| nd dA| Phaa ird | nE ?apd
Is command give P, money Nt YS

I tald P. to give maney to [his] younger sibling.

Here #Ahaa is the Causee specified by the Directive verb 77 as well as the Agent of
a4, rid is the Patient of ¢4; and 2apd is the Recipient specified by @4, Or rather, it
would have been the Recipient specified by ¢4: it is precisely the function of 2 to
indicate participants that are peripheralized; in this case 2sp¢ has been pre-empted for

the role of Recipient and the position of Obj-1 by the Causee Ah2a. This fact can be
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captured by saying that both the Directive verb and the second verb specify Recipient, but
the role specified by the Directive verb takes precedence and forces the second verb's
role to appear as an Obligue relation (if it appears at all).

At this point we can return to the matter of Resultative V-V's whose second verb is
Ve Recall (16) and (| 7), repeated below:

(16) vE]pli cwilpu
ts whippull ox
I whip the ox to make it pull (something).
(17) »a|?ijg cwi|tache
3 jiggle pull elephant
He *jiggled' to make the elephant pull (something).

In meaning these are very close to Directive constructions: V, denotes anaction that
causes a sentient being, denoted by a post-verbal NP, to perform the action denoted by
Vo Although | have defined Directive verbs as denoting acts of communication, and the

first verbs in (16-17) (whip' and 'jiggle') are not obviodsly verbs of communication
(especially the former), it might be claimed that they are in this instance given special
interpretations as involving communication. Nevertheless there is a property
distinguishing these from Directive V-V's, namely the realization of the arguments of the
second verb. The Patient of the second verb in a Directive construction regularly appears

as 0bj-2. In contrast, if the Patient of the second verb in a Resultative construction



appears in the sentence, it must be in an Oblique PP with 78

(70) »a me cwi pané  nE 7itha
3 do pull buffalo Ne plow
He made the buffalo pull the plow. (----)
(71) 7a ?ij¢ cwi techEé nE so
3 jiggle pull elephant Ne tree
He ‘jogged' the elephant into pulling the log. (_-)

By the same token, in the Directive (69) the Agent argument of the second verb comes
out as Causee, in the grammatical relationGbj-1; while in the Resultative (17) the
second verb's Agent clearly has the grammatica} relation Obj-x, as is shown by the
impossibitity of a second Object relation:

(17a) “’a ?1jE cwi tachE so

Because of this, we cannot impute the Causee role to the participant in question: it

must be a Patient, as is consistent with an interpretation of the VC as a Resuitative V-V

(recall that the defining characteristic of Resultatives is mapping of a role of V2 to the

Patient rale of V4). The only difficulty is the unusual mapping of Agent (of constituent)

to Patient (of derived argument structure).
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The difference in argument structure between the Directive and Resultative can be
displayed by comparing (3) with a hypothetical Directive equivalent such as 22 n7 cwi

Phan s2 'he told P. to pull the log":

(72) Resultative
me cwi [Agent Patient]

/

me [Agent Patient] cwi [Agent Patient]

(73) Directive

nd cwi [Agent Causee Patient]

NN

nd [Agent Causee] cwi [Agent Patient]

From the two different argument structures follow two different syntactic
structures: the Directive 77 cw/ appears with Subject, Obj-1, and Obj-2, while the

Resultative me cw/ has Subject, Object, and Oblique PP with 7&

Notice that in the Resultative the derived argument structure does not have anything
that associates with the Patient rale of the second verbew/. The participant that might
otherwise have that role can indeed have a realization in the sentence in the Chlique 76~

PP, as in (9-10); however in such cases it can no longer be said to 'have' the Patient role.

This analysis is partly prompted by theoretical considerations: neither a clause nor an

argument structure may have two Patients. In addition, it seems to be the function of »2¢
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PP's to mark entities that by intrinsic quality might serve as participants in actions, but
that in their particular sentences are ‘backgrounded’ to the extent that they do not have
any role strictly speaking (see section 6.5 below). This, then, is the reason that the _
Patient role of cu/ is mapped to nothing in (72).

The differences between the three types of V-V described so far can be summed up in

terms of argument structure as follows:

Tyge roleof V, : role of Vo

Directive Recipient (Causee) magped to Agent

Resultative Patient mapped to single role of V,, Agent of Vi
Sequential Agent magped to Agent

The kinship between Directives and Resultatives is shown here in their contrast with
Sequential V-V's: the latter map Agent to Agent, while bath of the former map non-Agent

to either Agent or single non-Agent (I omit consideration of the rare Resultative type

represented by 2 /mw ‘drink-get drunk', where Agent of Vi is mapped to Patient of V2).

12.4. iptive V-V
The remaining two types of V-V, Descriptive and Modal (fallowing section) are
defined negatively, in part: for neither does a derived argument structure analysis seem

appropriate. The two are distinguished from each other chiefly by relative position. Ina
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Descriptive construction, a verb is followed by a second verb that modifies it (in a sense
to be discussed shortly); in a Modal construction a verb is preceded by a first verb with
modal or quasi-modal meaning. Inother words, the distinction is in terms of whether the
more open slot precedes or follows the more restricted slot.
Examples of Descriptive V-V's:
(74) 2a?e phredi
3 eat fast rice
He eats quickly.
~
(75) 7ame ré& rild
3 do good Ra 3obv
They were good to them. (235.7)
(76) nida j¢
listen difficuit
it's hard to listen to =~ it sounds funny

(said of unacceptablie utterances)

To elucidate the semantic relation between the first and second verbs in a V

- Descriptive V-V, consider examples of Descriptives as contrasted with Resultative

V-V's, Recall that in a {canonical) Resultative, the Patient argument of Vo, is associated

with the Patient argument of V, such that a sentence [NP| V, Vo NP,] implies the




sentence [NP V,); e.g. 20| chui sA | ?a ‘they stabbed him to death’ implies (but does not

entail, as discussed in 42.1) ?a sa 'he died'. There is no such implication in a Descriptive
V-V, as can be seen by comparing the sentence ?a| ?e phre| di 'he eats (rice) fast', which
by no means implies di| phr 'rice is fast'. Another neat example involves /¢ ‘good', ane
of the few V's that easily occurs as second verb in both Resultative and Descriptive
V-¥'s;
(77) (Resultative) vé[mere twa KA rA]vE hi
1s do good beautiful COM RA s house
| (would) improve {make good and beautiful) my house (181.3)
(78) (Descriptive) ?alme ré ra|ld
3 do good Ra 30BV
They were goad to (did wel) towards) them (235.7)

In(77), ré 'good’ describes the result of the action of me 'do, make', the result
applying to the Object 4/ ‘house'. In (78), r& describes a guality of the action of /e, and
it does not apply to /4 ‘they' did not become good as a result of the actions.

Ambiguous in the same way is #e j& ‘speak + difficult’, which may mean either
'speak with difficulty, hard to say’ or ‘speak difficulties - make trouble [by speaking]. It
is plausible to construe the first reading as the Descriptive construction (speak ina

difficult manner) and the second as the Resultative (speak so that something becomes

difficult).
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The ‘metaphoric’ use of the Directional verbs &%¢ ‘go out; increasingly’ and &% ‘go up;

coming into existence’, discussed at the end of (4.2.1.2) above, probably qualifies them as

further examples of verbs that can occur in Descriptive V-V's as well as Resultatives.

Below we will list the verbs appearing as V2 in Descriptives. The list is almost

certainly not exhaustive; there are also a great many non-verbs that resemble these

verbs in meaning and syntactic position (Descriptive Particles, 4.3.6).

ro
pIE

. tha phoa
hé

»

e

wrangly, to V the wrong one,

fast, quickly.

slow to cover distance (cf. pajé ‘slow to accamplish')
new, anew, over again.

good, well, carefully.

enjoyably, enjoy V-ing; (as main V) feel good, healthy,
have fun.

for a long time, last a long time.

exhaustively, including all of a set; (as main V) use
up, spend; similar to Thai mot.

early in the morning.

1ate in the morning.

early in the evening, before dusk.

in the evening, 1ate (as compared to afternoon)

many, affecting many things; (as main V) be many, much.




bé have the wherewithal to V; (as main V) be rich,
well-endowed.

i€ difficult
ju easy
and prabably:
the increasingly; (as main verb) go out.
the coming into existence; (as main verb) go up.

Two morphemes that frequently follew verbs in a Descriptive-like construction are
not easily classifiable as verb or Particle: rA ‘beforehand’ and no 'afterward. Examples:

(79) #*ibe CcE rA, cwacé no
speak able beforeh. go able afterw.

{He's] able to talk first, able to walk later. (c)
The meaning of these morphemes in such constructions is like that of V, ina

Descriptive V-V, in that it is purely adverbial, and does not have an attached grammatical
position which can express the temporal point of reference (i.e. which can answer the
question ‘before/after what?'). They are thus unlike prepositions/subordinating
conjunctions such as English ‘before’ and ‘after’, with which the point of reference can be
expressed as a complement clause or object of preposition. The most natural equivalent
of English / /eft after he came does not subordinate the clause /¢ came to the equivalent

of arter; but places it first with a perfective marker:
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(80) 2t he tho A vEcwano
3 come finish NS 1s go afterw.

He having come, | went afterwards=After he came, | left. (¢)

The problem with the two Kayah morphemes is that they do not satisfy the primary
criteria for full V's, being unable to function as complete predicators or to appear on
their own in construction with the V Ptc's. They do, however, appear in two positions
otherwise restricted to or typical of V's: embedded as nominalized objects of
Prepositions, and modifying a preceding noun. For the first, we may cite the two very
COMMON expressions a¥ 2z 4 ‘recently’, with the general-purpose Preposition &%, and c/d
nopa later on', with the future-time Preposition ¢/d and the Clause Ptc >pa' ‘unrealized
situation’. It is of course possible that in such cases 74 and sgare N's, since that is the
other form class that may be Object of a Preposition. For the second, there is at least
one example of one of them modifying a preceding noun: /774 ‘previous child' (i.e. child
by a previous marriage) e.g. 22 pht rA 20 si nA 'sfhe has two previous children. Thisisa
characteristic of verbs (and of nouns in certain construction types) but not of Particles.
The case for treating them as V's is slightly better, since

i. ability to appear in the post-verbal Descriptive-like construction is not a
characteristic of nouns;

-ii. ability to modify nouns is not a characteristic of particles;
ifi. ability to be followed by the Clause Particle g7 (as in c4d ndpd ) is not a

characteristic of nouns or particles.
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The difficulty of giving a derived argument structure analysis of Descriptive V-V's
can now be §een: for example in (?74), repeated below

(74) ?a2e phre di He eats quickly.

there are two verbs, which presumably have argument structures like this:

e ‘eat’ [Agent Patient]

phré ‘be fast' [Patient]

The problem is, of course, that in a sentence like (1) there is no element that can be
said to have the Patient role specified by o €. If pir€ is apredicate, it predicates
guickness, not of any participant in the action, but of the action as a whole. If it has an
argument, that argument must be either the whole proposition ‘he eats (rice) or perhaps
just the action ‘eat’. But it is far from obvious that such facts are best captured by
saying that the linguistic elements %z % a7 or 7 bear the Patient role of o7&, We will
return ta this topic in 5.5 below.

As to the fillers of the first and second siots, the only clear restriction is that the
second verb must be a one-argument verb, and that it cannot specify Agent. The first verb
slot seems completely apen. The interesting question here is how to reflect the
difference between Resultative and Descriptive constructions. in practice, the sets of

verbs occurring as second verb in the two types seem to be largely disjoint. We may ask,
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(i) is there a principle, representable by a feature, capable of determining which
Verbs may appear as V2 in Descriptives?

(ii) is that principle broad enough to make the class of such verbs an open class?

One way to characterize the difference could be based an the cbservation that the Vi’

that appear as second constituents in Resultative V-V's tend to denote processes, or

states that result from pracesses; e.g. phé could be rendered either as ‘to crack' (process
of cracking) or as 'be cracked' (result of process af cracking). Those Vi that appear as

second constituents of Descriptives, in contrast, tend to denote states only, or rather
states that are typically not thought of as resulting from processes; e.g. phre ‘fast’
(state), but could probably not often be rendered ‘become fast, speed up’ (result of
process). This is essentially the distinction drawn by Chafe (1870, {24) between
intrinsic processes (‘break’ cited as example) and intrinsic states ('wide’ and ‘be open’
cited as examples). It also seems possible for there to be V's that are fairly neutral
between state and result-of-process; r€ 'good’, which appears naturally as both Ds and

Result expression (4-5 above), would be an example.

4235 Modal V-V's,
In these the first verb has a meaning relating either to modality, in the sense of

obligation, or to various notions that can be rather vaguely characterized as having to do




with the emotional setting of the action, often in terms of the mental attitude of the

Agent participant. The term ‘modal’ is thus used as a convenient 1abel rather than in the

more usual technical sense; ‘quasi-modal’ might be better for the mentail-attitude type.

The first verb is one of a closed class, known as Modal verbs; some of these have

little meaning shift from their single~predicator use:

si plo to
dé si pbd
tane

kha

do

je

like; liketo V

decide; decide to V

think; think to V, intend to Vv

promise

abstain, swear off

make as if to V, threaten to V

The first two are frozen compound forms, containing si pla ‘heart’, to 'strike a target

(cf. Thai thuuk caj), and dé 'put’,

Others have notable shift {single-predicator meaning in parentheses):

me

be

(do, make) try to do something undesirable or prohibited
(impinge, affect, become manifest) must, should

(be correct, strike accurately) should, time is

right to vV

(good) should be the case that, you'd have thought

that, counterfactual
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Examples:

(81) #ire nama |vE kha | ?ire dw A

work Na be-so 1s promise work PTC NS

As to work, | promise to work myself. (84.1)
(82) »a do ?0 tha *iphré

3 abstain drink whiskey

He gave up drinking. (10/13)
ao as single predicator:
(83) bd re to ma 0 do

rice geod NEG be-so 3 abstain

I'm abstaining because the rice [crop] isn't good. (175.1)

(note use of remote third-person pronoun 27 for humilific self-reference). 445 as
single predicator may be found in 43 770 ‘go into debt’, but the category of n#2is
uncertain.

Argument structure and constituency,

As with the Descriptive construction, positing a derived argument structure seems
not to be the most natural way to analyze this type of V-V. In both cases, the semantic
relation between the two verbs seems to be more like modification than like cause~-effect
or temporal (or other) sequence. This is reflected by the fact that the argument structure
of aModal V-V is in all cases identica) with the argument structure of the second verb:
the modal does not add to or otherwise alter the argument structure of its

co-constituent, For some of the Modal verbs, the maodification is reminiscent of the
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relation between operators and predicates in logic.

Use of the name ‘Modal’ raises the possibility that these verbs are like modal
auxiliaries in ways that go beyond their meaning: for instance, auxiliary verbs are often
analyzed as being in constituency with a following VP, and so as being subcategorized [NP
— VP]or something similar. There is evidence against this analysis for the Kayah
Modals, in the form of certain morphemes that, although not adjacent to the Modal, seem
to have scope over it. Consider

(84) do cwa bache A
abstain go bored NS
be tired of abstaining from going (10/13)

The meaning suggests that sscAe relates to abcws as a unit; it has a kind of scope
over it, which can be taken as evidence that the structure is [do cwa] baché]]l. If the
Modal 2z were in construction with the entire remainder of the sentence (or at least with
the remainder of the VP), the structure would be [dofcwa bache]], which would give v
scope over feche, thus meaning ‘abstain from being tired of going'. A similar example is:

(85) desiplacwace to
decide go able NEG (10/20)

be unable to decide to go
Here the structure must be [{{de siplo cwa] cé] to]; if dr sip/z ‘decide’ were in
construction with the following items as a unit, as [de sip1a [cw3 cE to]] one would

expect the meaning to be ‘decide to be unable to go'7. Again we see that the Kayah VC is a
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close-knit unit, in which verbs interact first with each other and then, as a unit, with the

rest of the clause.

42.6. Summary of V-V's.

Here we may summarize the types of V-V, in terms of the various derived argument

structures that have been described.
argument-mapping

argot V. mampedto  argof Vo,

Resultative Pat Pat
Sequential Agt Agt
Directive Causee Agt
Descriptive naot appticable
Modal not applicable

valence (*of arg's)

V=V1
v=y-highest

v=V2 +]

v=V1

v=V2

The argument-mapping calumn shows which argument of the first verb is mapped to

which argument of the second verb. in the valence column, the valence ¢ (here, the number

of arguments only) is expressed in terms of the valence of the companent verbs; thus the

valence of a Resultative is the same as the valence of the first verb, the valence of a

Directive is aqual to one more than the valence of the second verb, and so on.
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The argument mapping could also be shown in terms of grammatical relations, as
follows, using Abs (absolutive) as an abbreviation for ‘Subject of intransitive or Object

of transitive"

argof V. mapped to ang_o.f_yz

Resultative Abs Sbj
Sequential Sbj Sbj
Directive Obj Sbj
Descriptive not appticable

Modal not applicable




43. Auwx/V Constructions.

We distinguish verbs, which may function és unitary predicator, from Verb Particles,
which appear' in the VC but cannot function as unitary predicator (there are also clause
particles and sentence, or illocutionary force particles [see 4.6 and 7 below]; in this
section | will often use the term ‘particle’ to refer to Verb Particles only). The two
categories are distinct enough to be useful, but they blur at the edges in certain ways.
One prominent aspect of this are the classes of particles which combine with verbs to
form coanstructions that parallel types of V-V construction. Compare:

(86) Modal V+V

?a be cwa he must go
Ptc+ V
?a 10 cwa he ought to go; it's his duty to go

(87) V-V (Descriptive)
?a ?ibe jt (j& verb, ‘difficult’)
he speaks with difficulty; it's hard for him to speak
V+Ptc
3 ¥be ct (c& particle, 'know how, good at")
he speaks skillfully; he knows how to speak

Note that the resemblance in each case extends to both semantic value and syntactic
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positioning: both the Modal verb 4e and the particle /4 precede a co-occurring verb, and
both the verb J& and the particle c¢ follow verbs. In such cases we will take advantage
of the resemblance by naming the class of particles after the similar verbal construction
type: thus /0 is aModal Particle (43.3), and c£ is a (type of) Descriptive Particle (4.3.7)
This may also be taken to support the hypothesis that some or all of these particles
descend from one-time full verbs. c&, for instance, may be cognate to Sgaw &, a verb
meaning ‘able’.

There are also classes of particles that have no obviously associated type of
full-verb construction; unfortunately they also lack any easily-described common
semantic value that could serve as a name for the class. Insuch cases | fall back on
naming the classes after an arbitrarily chosen class member: the 4hwe-class particies,
the r4-class particles (4.3.2, 4.3.6)

Finally, there are some non-verbs that seem ta function like second verbs in
Resultative V-V's, of both General and Directional types. These are the most verb-like
particies, and in recognition of this | have called them ‘bound result expressions' (4.3.8).

Verb Particles may be divided into pre-verbal particies, which precede verbs and V-V

constructions; and post-verbal particles, which follow.
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These express aspect and aspect-like notions.

tare | almost V'd
18kio have ever V'd, experiential
khwe “ in the midst of V-ing, continuous
te about to V, incipient
toné ~ kané about to V, incipient
- Eu just now v'd

Both ¢ and 4#we usually co-occur with the /4-class Post-Verbal Particle g2
'durative, etc.' (see 4.3.6). /ek/o may possibly consist of /2 ‘purpose nominaizer, thing fo
V-ing' and &/¢ 'speech, language”: place for speaking, occasion for language; i.e. one has
done something and hence knows enough to speak about it.

There is a symmetry between the #hwe-class particles, which appear first in the VC,
and the ri-class particles, which come last in the VC. Neither relates to any V-V
construction type, and both have meanings relating to aspect (although the r4-class,

much more numerous, includes many with non-aspectual meanings).




13.3. Modal and i~modal particl
Like the Modal verbs, these include some meanings that are truly modal in referring to

obligation or probability, and some meanings having to do with attitude of the Agent.

Modal Particles
10 ought (by duty)
313 should be the case (epistemic)

(possibly related to a word meaning 'te require as ingredients')

tha probably is the case [analysis uncertain]
i-moda) Partic]

5) want to V

a Vintrusively, rashly

/3 /€ to interrupt (hé 'say'); /9 ke77 hé to guess; phré na 13 77 mé na the Shans were
smart [to our detriment] (in a story concerning the Shans' expropriating Kayah 1and).
tard go ahead and V, feel free to V
ca phra keep on V-ing (in spite of stg)
Passibly also to be listed here is /& 'should be the case, you'd have thought that' if

not related to the V £ 'good.
;3 1 o .s !» ]. !. ]
/4 is like a worn-down, grammaticalized first verb in a Sequential V-V. It has lost

the literal sense of motion, perhaps similar to ge in colloquial English AMaw you've gone
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and gone it. £.9.

(88) vé ke ja sh bon| ka lo b% ?A
1s if  die and~then come bury at here

If | ‘'go and’) die, come bury me here. (217.5)
It is most likely cognate to the full verb cwé ‘go’, but is distinct enough
grammatically that the two may co-occur:

(89) -aljacwa tepa | w2
3 go exclamatory DCL
He (went ahead and) wenti(even though i teld him not te) (10/29)

The V Ptc’s occupy the final positions in the VC, and have quite a variety of meanings.
Some of these have to do with aspect or aspect-like notions, some relate to the presence
of certain participant roles in the clause (e.g. an NP with a Benefactive role), but many
have meanings that cannot be easily gathered under a single rubric. This class resembles
the &4we-class Particles in its inclusion of aspectual meanings; the two classes could in
fact be called VC-initial Particles and VC-final Particies.

In the list that follows, the s4-class Particles are listed in the general order in
which they occur. Some of them are grouped together in an order-class, which means
either that they are mutually exclusive in that position or that they may occur inany

order with respect to each other.
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khja back again; commonly occurs together with s& (listed below). E.g. dA khja
s€ ‘give stg back’. Related morphemes: khija ‘back’ (location noun), kskhja ‘backwards’

(Directional Bound Result Expression).

kon  temporarily, V instead for a bit. This is obviously related to the Descriptive
Particle ko ‘temporarily’; but both may occur in a single VC: 20 kb ra kda lw'rest a

bit first’ (for rA see Descriptives; for lw see below).

po additionally; meaning similar to Thai iik. Tends not to occur with Vi's denoting

states (‘adjectival V's'). Compare o2 below.

thd  finish, perfective aspect; nearly always followed by A ‘new situation' (listed

below).

pé not after all, new negative situation; must co~accur with the negative Clause Ptc
to. Eg 2a]pw cE pe|to it turned out that he didn't know how to catch {fish) after

all' (pul ‘catch’, cE 'know how to V'),




sE

back in reaction, compieting one half of a cycle. Examples: ?u|sipla dusg| pe
‘they'll get mad back at us' (if they hear you talking that way about them); hE po sg |
kdk18,lka to sg'went to work the swidden (again), and returned again’ (po listed

above, t0 ‘arrive’).

emphatic or unexpected negative; must co-occcur with negative to. E.g nc
n2| hohé{ to € 'aren't you going to school?'; v&| cwa na| to 'I'm NOT going’.

Somewhat similar to Thai maj-daj.

tomitative participant involved, interested person involved (COM in

glosses). Has the effect of adding an argument, as in cwa kA | vE ‘go with me'. cwj,
being a V;, could nat take a foliowing argument like vE without the presence of kA (or

some other valence-increasing morpheme). Evidence that the extra argument does not
relate directly to kA as ina PP: hE ?ichi kA 131 phé khru to ‘haven't yet gone out
with Father to cut firewood' (5/7). Very often, however, kA seems to add virtually
nothing to the n%eaning of the sentence, either because (i) the additional argument has
already been made possible by some other valence-increaser such as the Descriptive
Particles cwa 'help’ and bébui ‘show the way to', or (ii) kA only indicates a vague
relevance af the event to either some NP participant in the discourse or to some

human participant in the speech event. As an example of the latter sort, cf. the
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common utterance (in my presence, at least!) si ngé kA| to ‘(you) don't understand
("with" us). This and the following morpheme are extremely common, usually

omissible, and particularly difficult to analyze.

ra participant obliguely involved. Indicates that a follawing NP argument
has arole such as instrument, object of emotional-state verb, or some other vague
relation. Similar to ka but seems not to be restricted to allusion to human
participants; comman, optional, further analysis needed. Examples:

bEswa A pané be companions with a buffalo (19.3)

sipld du A *amo?aphé  be angry with his parents

A ma nJ ?e 4 ?ité what's this used for?

?0 A 1€ dong to be a matter for legend (51.6)

*ase de LA Pakiwi ko save the fruit for seeds (91)

ditw keep on V-ing, of an undesirable event/action:
ké lgsé pi ditdi mi
AMB wind-blows go-out fire

The wind keeps blowing out the fire, (1/24)

b5  ka ditw bjajthé ihd ?A nallma  hé] KOG €
weave COM PTC cloth like thisNa be-so say like what

[if she] went on weaving like this what would he say? (286.2)

{of 2 woman whose husband had told her not to work too hard)
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mA imperative:
thomatekle  come over, Klel (14.4)

ja mé mA khe|KiémE 18 mA | na ho  go look at Kiemeh's bed. (268.3)

phE only, just:
vE ?0 phE t& ?A nE ba to: | have only (as much as) five baht.
VE Cwa nd to, vE o phé 2abA | didn't go here, | live herel (169.10)
May be repeated at the end of the clause:
?e phE tak1E phe ate only half. The second @»€ can be considered to belong to the

class of clause particles (4.6).

tamo constantly:

Doachwatamd Do'akeeps getting fevers (133.1)

chilid ~ sild  too, excessively, very:

ké ku talwa chi 1w pheé It's just too hot! (129.5)

1ekhE plural action, often used in imperatives:

?afka kathe t0 1EKhE|b% »A ina hd  They all came back up here, and... (247.3)

cwa mé 1EkhE tejme ni Don't you (pl.) go look at it, now! (326.2)
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khré plural questioned entity, ‘what-all".
?A tenA jme khrépité  What [various things] did you do today? Thai equivalent: wan

nii tham araj bdan? (c)

bja V because of a feeling of obligation:
clka bjallt te accord with his (things=) words - heed him [as you ought] (c) Note:
this is probably related to the first syllable of 47206 ‘for free, gratis', itself of
uncertain analysis, but probably a Descriptive Particle.

late on the other hand

latea instead
sing ?@ Al pe | siné ka late|kula no i taphré” { to You understand a lot, on the other
hand not one of us understands English. (220.6)
?a dA pa li the to, ?a dA 18ted 1i phd he didn't give a gold book, he gave a hide baok

instead. (100.4)

jA [meaning very uncertain]
VEPOmMA ME| ja métha 26 c& jA pa | ra
|5 sleep dream go~and see much really DUR money

| dreamed [that I] went and saw a great deal of money. (121.2)




154
lake V instead of somebody less able

cwa loke Jd& ne  You go instead. (247.7)

dw on one’s own, of one's own accord
2al h5 15 dwra te She is pregnant on her own (i.e. immaculate conception) (78.3)
cha | ?e dw The chicken ate it of its own accord (i.e. it's not my fault). (104.30
sipla ¢ dw a self-tying [magical] rope (360.1)
~magdw|pe phit ..is still our awn child. (52.6)
Note: reflexive meaning is usually indicated by the NP X né 'X's body'; however aw

may occur as well: mé rA dw?ané looks at himself in it [a mirror). (c)

new situation (NS in glosses)

>

Note that although A very often occurs with the Particle thd ‘finish, perfective’
(above), tha two are distinct in meaning. Compare:

ké cw A It's raining (said on noticing the rain, whether or not it has been raining
prior to the time of noticing)._

ké cw thd A The rain has stopped ('it's finished raining).

14t (not) yet: must co-occur with the clause Particle /o ‘negative’ vE|?e 13l |di{to |

haven't eaten yet.




lw (meaning uncertain) ? just, abit. Often occurs following koA (see above) and/or

pa

preceding the CIfP taki ‘a little'. ni dakoa Lw]taki (listen=)wait a minute. (used in

conversation)

durati;re, stilt (DUR in glosses):
mé tha nd ka|'ai to) ?a| ka pa)ds khja [1] haven't seen him, he's coming along
behind. (197.2)
ké | cw palto Rain is no longer falling. (c)
2a| 20 pa (1) there's more; (2) it's still there
du iz papa still bigger=even bigger (c). For the reduplication, see Chapter 2.
thwaNP pa (still is an NP=)NP is alive. Note: thwa is an 'incorporating' verb (see
45). The construction V pa ... to, literally ‘not V any more’, can have the force of
‘don't have to V'. More investigation is needed for this morpheme; the translation
‘durative’ is only a tag, and is not meant to exclude related notions like progressive,

continuous, and so on.

high time to V, must V because hasn't V'd in so long:
paro makécwpgdw A Tomorrow it's just got to rain (9/29)
?a kA khja 13 to nja 10 A, pard ?a kié dA khja sé nE tephe He hasn't paid [me] back

for ages, tamorrow he's got to (9/29)
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tapa

exclamatory; usually co-occurs with declarative Clause Particle wa: ?a

klee sing pwa c¥ Ltapawa
should know every sort DCL

You s/ou/d understand everythingt (221.6)

shouldn't; often occurs with Sentence Particle e ‘don't’ (section 8.2):;

chatg i me Don't fight! (9/22)

maybe not, tentative negative:

cwa pé pacEpa
go after-allDUR IRR

May not go after all (c)

Note that this negative, like all other s14-class Particles, has a fixed position

following the last verb in the VC, and so cannot be used to pick out the main verb (or

any particular member of a V-V), resembling in this respect the Clause Particle o

each other, together

Distinct from the homophonous obviative pronoun (but probably related); cf. pe me

cwa 10 We help each other (not ‘we help him')
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ne ki when...then

2al thd mé sul pEkG|rallhé to iA| pe mé 3
he go-over look wrong PTC say arrive PTC we excl
when he went over and couln't find it, then he went and (talked=) complained to us!

(251.4)

pe, pja benefactive/malefactive, dative of interest, to sbdy's benefit or
detriment (cf. 3.3); adds a Recipient argument
ché pé phiicé ca to sew clothes for children (c)
me b1 pe ?akada Shut the door to keep him out (9/26)
?a 53 13 p€ 1a It all rotted on them, to their detriment (155.6).
The difference between the two forms pé and pja seems to be that pja is confined to
contexts in which the Recipient is third-person. Note the possible contrast: ?a me pe
me He did it for you, 0S (me as a term of address); ?a me pjame He did it for QS (mg

as a term of reference). pja may be a fusion of pé and the third person pronoun ?a.
Order classes including more than ane member:

khja sEé phe At pé

kba n3 tamd 1@ cE  pja
child lu topa
lekhe pa
khré
bja
late
ra




136, iptive Particl

This is a fairly lérge and heterogeneous class; its unifying characteristics are the
broad syntactic features of a) following co-occurring verbs; and b) preceding the 74~
ciass particles. The class is not an analytically satisfying one, and it seems likely that
further investigation may show it to be an amalgam of several distinguishable classes, or
that son;e of it may turn out to be part of a class already described. As it stands, the
class of Descriptives is more heterogeneous than the other Verb particles, with meanings
ranging from quite concrete to highly abstract. Also, the class contains a great many
members, although not so many as to make an unlistable number (i.e. it is prabably a
closed class); and the members show hard-to-discern properties of ordering, both with
respect to each other and with respect to other classes.

1t can be divided into two subclasses.

4361, Movable,
These may permute with each other, with other Descriptive particles, or with V2's in

Descriptive V-V's, with corresponding shifts in meaning. The first four in the following

list may also be grouped together under the rubric ‘Potentials’;

ce able, know how to V, good at V~ing
pé physically able, strong enough to V; possibly related to full V pé ‘win'
bé have the wherewithal to V (money, raw materials)

bw dare to V
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(oie] insist oﬁ V-ing, stubbornly vV

ré many (peopie) V, plural action by humans

1% more, -er (comparative degree), very, than; ‘CMP' in glosses
[ mutually, each ather

khrw equally, as {much) as

ha often (possibly a verb, more data needed)

rA beforehand (possibly a verb, see [4.2.4])

no afterward " |

Examples of permutation:

cWarA je going beforehand is hard

cwa jE rA going was hard before

*Ire phré 1% j& hard to work faster

?IrE phre j€ 1% harder to work fast

cwa jE ha often hard to go

cwa ha j& hard to go often

These are subtle distinctions, at least when deprived of context. In the last pair, cwa
/€ hd might be said in reference to a road that is frequently washed out, while cwd 7 j&

could contrast with 'but te go once or twice would be easy’. Cf. also
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»ibe c& phré  learn rapidly to speak, e.g. a precocious child

»ibe phré c€  good at speaking fast.

kada kit] me bl j& 15 all windows are hard to shut (5/23)

kada k] me bi 13 jé hard to shut all the windows

13.6.2 G | Descriptive Particl
Again, there is little in the way of a semantic common denominator to this class; like
the second verb ina DescripFive V-V, the sense is vaguely ‘adverbial’.
ho secretly, sneakily.
kd temporarily, for a while; e.g. 20 ko 'to rest’ (?0 'be at, dwéll), phjaké
‘borrow’ (phja ‘take’).
cwa help to V; adds an argument. E.g. me ‘do, make’ is a V(t), but in
combination with cwa in can appear with an additional (post-verbal)
argument, as in *a]me cwa] Mia| Thim hi 'he helps Mia build
Tim's house' (here the name Mia is the added argument).
bébul show the way to V, take sbdy V~ing; e.g. cwa bébw ‘lead sbdy'. This
also adds an argument, in a fashion similar to cwa.
phe supplanting, appropriating; e.g. Phré| ka »o phe 'the Shans came and

lived (on our land, supplanting us) (200.1).




re

tere cu

taple

one

unrestrainedly and to an undesirable extent; e.g. cwa re ‘go all over, go
just anywhere’, ?ibe re 'talk loosely, talk wildly’; perhaps related to
the following.

regularly, all the time.

over again, a turn; e.g. st teple | ha ca ‘change one's clothes’ (contrast
‘put on clothes again’, which would use the V Ptc's khja sé, St khja st
ha ca); probably originally a Numeral-Classifier construction

(ts- ‘one’).

wrangly, V the wrong one; cf. ?ibe ta t& ‘'make a slip of the tongue’,
also the Elaborate Expression ta ti ta t€ ‘'unclear, halting' (of speech).
against, defensively; usually co-occurs with V ptc pé
benefactive/malefactive, dative of interest; e.g. me bi 2one pé | kajE |
kada 'close the door (kada) against people, close the door so no one
getsin',

keep up with, to V overtaking somebody

hurry and V

161




162
The Descriptive particles, including both the General and Movable subgroups, can
intervene in Descriptive V-V's: another property linking them to verbs. E.g.
cwa ho j€ hard to go secretly
me cwa 13 all help to do
k3 tho tare cdird get up early regularly
in particular cases it may be that there is only one possible order; in others there are
several possibilities. It remains to be discovered what principles are at work in such

cases.

4.3.2. Bound Result Expressions.

We have defined the class of verbs as consisting of any marpheme that can function
on its own as predicator; a distributional definition would be any morpheme that can
occur intheslot _____ /77 4o 'hasn't V'd yet'. A secondary feature of verbs is that they
follow a modified noun in an NP; however this is not a criterial feature since there are
certain types of noun-noun construction in which the modifying noun follows the
modified.

There are certain morphemes that do not satisfy the primary criterion for verbhood
(occurrence as unitary predicator), but that occur following verbs in constructions that
are semantically and syntactically indistinguishable from Resultative V-V's,

This is demonstrated in the follawing examples, in which cwi7 ‘cool’ and /e 'warm'
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each appear in four contexts: as unitary predicator, following the colorless verb me ‘do,
make’, following a verb with more semantic color (2= ‘put’ and #47 ‘be covered, wrap
oneself up'), and modifying a preceding noun:

(90a) di chwi A
rice cool NS
the rice is cold
(b) ?amechwi di
3 do cool rice
He cools the rice.
(c) adechwi di
3 put cool rice

He set out the rice to cool.

cold [cooked] rice

(S1a) '[sdi le] cf. (91a) di kule)

rice warm rice hot warm
the rice is warm
(b) *amele di
3 do warm rice
He warms up the rice.
{c) ?2ath) le ~»ike
3 cover warm blanket

He wrapped himself up warm in a blanket.

(d) [ypdile ]

warmed-up rice




The (a) sentences demonstrate that c4w/ is a verb while /e is not. The sentence
(91a’) gives the grammatical equivalent of the ungrammatical(91a): as a predicator, /2
must be in construction with some preceding verb. The (b) and (c) sentences show the
close similarity of the two morphemes. The similarity is semantic, in that both relate to
the preceding verb {and hence to the rest of the sentence) in the manner that we have

discussed as the derived argument structure for Resuitative V-V's: the participant
bearing the Patient role of V, (in this case & ‘rice’) also is naturally interpreted as being

associated with the Patient role of the second marpheme: the rice becomes warm (for
the concept of roles specified by a non-verb cf. 3.2.4). The similarity is also syntactic,
in that nothing can intervene between the two morphemes in either case, and the

twa-morpheme constructions act as a unit inrelation to other VC constituents; e.g. they
may act as V,, in a Directive construction:

(92) ndme chwi tell [somebody] to cool off [something]

(93) nomele tell [somebody] to warm up [something]

Also, both morphemes can modify a preceding noun; it is particularly striking that the
non-verb /e can do 5o on its own, as in (914d),

To reinforce the point, let us examine a parallel cat of examples with another pair of
morphemes, one verb and one non-verb (unfortunately | do not have data on the possibility

of this nan-verb modifying a noun):
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(94a) 7a ka A
3 return NS
He's going home.
(b) phjaka
take return
get stg (and bring it home)
(c) #iphri ka
buy return
buy (and bring home) stg
(95a) “2a ke
3 New-Location
He's staying temporarily .
(b) ?a%o ke
3 be-at NL
He's staying temporarily.
(c) kiw kE
shave NL

shave of f (e.g. a beard)

Note: kg is best glossed as ‘so as to be in a new location’ (abbreviated ‘N.L.").
Since morphemes like /2 and ££ act like V2 in Resultative V-V's in all but verbhood,

let us refer to them as Bound Result Expressions (BRE). Furthermore, like the Resultative
V-V's, these particles can be divided into General Bound Result Expressions like /e and

Directional BRE's like ££ (see also the following section).

~ Following the logic of this chapter, the BRE's might better be called Resultative
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Particles. This would further increase the parallelism between V-V construction types
and particle classes: we already have Descriptive Particles, Modal Particles, and one
candidate for the title Sequence Particle (4.3.2.3). There are, however, two reasons to
distinguish the BRE's from (other} Verb Particles.

First the Bound Result Expressions are cl-osely related to certain other non-verbs that
also follow verbs, often in combinations that are easily construable as havfng
Resultative-like meaning. These morphemes, however, are restricted to occurrence after
only one particular verb: they are of the type that has been called ‘cranberry’ morpheme,
or ‘morphan’ (Matisoff). In other words, these morphemes are bound and restricted, while
the BRE's described above are bound and versatile. 2 ‘be at, exist’ is especially important

as first verb with these: 22 mA 'lie down, sleep’, 2o 7£ 'sit’, 22 7€ 'do for fun, visit' (like

Thai ¢47aw ). In each case, the second morpheme is not known to occur after any ather
verb. These constructions are perhaps not unambiguously resultative in meaning; it is at
least possible, though, to cunstrue them as ‘be located with the result that ane
sits/lies/enjoys’. Another example with mare clearly resultative meaning is ¢/ ‘see’,
only after m¢€ ‘laok' (m€ tha look with the result that one sees). These constructions are
best cansidered to be compounds, although they are semantically rather transparent for
compounds. The second elements can be referred to as Restricted BRE's, or Resultative
Morphans. If these are considered to be related to BRE's, the latter then differ from the

Verb Particles, which are all highly versatile.

166




167
A second factor dividing the BRE's from the Verb Particles is the distinct

possibility that at least some of the BRE's are verbs after all, their seeming
non-verbhood being a result of idiosyncracies that happened to cause them to fail
particular tests of their possible use as predicators. fFor instance, with 74 ‘open’,

“22 mo 'it's open’ is not acceptable, seemingly indicating non-verbhood, but 4s0d ma A
‘the door is open, the door has been opened' is acceptable. It is not known whether the
difference is caused by the s4i—class particle 4 ‘new situation’, the full lexical Subject
NP &= "door’, or something else.

Below are some other Bound Result Expressions that have been found:
plul te the end of an expanse, all the way through

dwa away, available for future reference (like Thai wdy); possibly also
occurs in the compoun awd sé 'thrifty’

bja having a damaging effect on; very similar to the verb £¢ (see 42.1)
BoundDirectionals, These are quite similar to the verbs that appear as Voin

Directional V-V's; some, in fact, are derived from Directional verbs by prefixation. As
with the general BRE's just discussed, these-Bound Directionals could well be called
Directional Particles; in fact with even more justification, since they form a closed
class of versatile morphemes, without any restricted related class analogous to the
Resultative Morphans.

Three subtypes can be distinguished.




(A) Qrientational directionals.

The Type B Directional verbs (42.2 above) with added prefix g~ plus several forms
with other prefixes, make up a class (these have not actually been tested for verb-hoed;
they are placed in this section by hypothesis). This class describes the orientation of
some participant in the action, usually that denoted by the Object NP, if present.
Semantically these differ from the Directional verbs in two ways. First, the oriented
participant does not necessarily move; e.g. 7€ o€ "look ahead' (7€ '10ok"), /o pathe khe
‘raise one's leg, have the leg raised' (/2 ‘extend, hold extended'). Second, if the situation
does involve motion, the po-prefixed Directionals give the orientation of the moving
entity, while the Directional verbs refer to the path it describes through space. In
Gestalt terms we might say that pe-prefixed Directionals describe orientation of the
Figure while the Directional verbs describe motion through the Ground.

pa-prefixed Directionals:

pahe ahead, forward

kakhja backwards

pathe 'upvll.ards

tale downwards

pathe outwards

pand  inwards

paré  across

168




Like the Directional verbs, the pz-prefixed Directionals may refer to non-literal
direction:

(96) phl cé|limE pohe A
child smart ahead NS

Children are getting smarter (these days). (15.6)

(B) talwd-class directionals,

tava around, encircling

v around a obstacle, circumventing
talwa past

pha ~ topha out of the way

bé ~ kabé across, crossing, omitting

rwa along

Cf. also:

taka around, in a curving path (full verb)

These have several special characteristics. a) they consistently follow Directional
verbs; in fact they favor an intervening Directional verb if the first verb isnot a
Directional; b) they; add an argument to the clau;e, the added argument denoting the
entity serving as reference point for the spatial configuration (i.e. having the same
semantic function as the object of a preposition in English); c) the added argument, which
can be identified as Locative, appears as Obj-x rather than in a PP. The full verb ¢aka is

also listed here because it shares these two characteristics, differing from the other
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morphemes listed only by being a full verb--yet another example of the closeness of

these Bound Result Expressions te verbs.

To illustrate the argument-adding property, consider the verb cwd 'go’, which is a Vi
taking no Object NP. The combination cwd ¢a/wa 'go past’, in contrast, is effectively a
Vpasin 27 cwd talwd vé hi *he went past my house'. Note that in this sentence ¥&4/ ‘my

house' functions as Object of the construction cws fa/w4; the constituency is [[cwé
talwa] ve hi, not [cwa [talwa [VE hilll. The ¢a/wd-class d.irectionals are constituents of
the VC; they do not form a unit with the fallowing NP. There are many additional VC
constituents that could intervene between the Bound Directional and the NP, including a
verb in a Descriptive construction, and/or any of the r:i-class Particles; e.q. ?aj cwa
talwa 131 | vE hi| to 'he hasn't gone past my house yet'.

Abstract Bound Directiopals,

Finally, we will list four morphemes that are fairly common following verbs in
Resultative-like constructions. These are all non-verbs, and their meanings are
directional only in a fairly abstract sense; still they co-occur with the (other)
Directionals, often with both bb’sslble relative orders.

k€ new location, ta V so that something ends up in some place. E.g. gt 4£ 'put down,
put somewhere'; ¥/ k€ 'throw away'; K/w 4£ ‘shave of f' (the beard ends up in a new

lacation); 2o 4£ (1)stay, dwell temporarily', (2)separate, split up {(as a couple). The

170




same morpheme probably appears in the compound ££ & ‘go to waste, be wasted' (£ is a
Descriptive Particle 'to V invain').

pe transfer of possession. E.g. Ziche pe 'sell to'; i pé ‘give to'; AAE 20 o ‘rent to'.
In the Jast example o€ follows a Resuiltative construction consisting of 44& 'rent' and #
‘be at, dwell’, literally 'rent so that (sbdy) lives at'. This Bound Result Expression is
distinct from, but related to, the /1-class verb particle o€ ‘benefactive’. Abbreviated
‘TRN' in glosses.

23 be hidden, into hiding. E.g. /£ 20 ‘escape’ (4/€'run’); de 26 ‘hide stg' (dk put').

¢/ confronting, facing, coming from opposite directions; often appears together
with the s4-class Particle /7'mutually, each other'. E.g. cwa chui /i ‘meet, approaching

from opposite directions (cwa 'go') ; 2ibe chw /i 'converse' ( 2ibe ‘speak’).

4.4, Interactions.

Thus far we have described the VC in terms of binary combinations of morphemes;
these may be called s/imp/e V-V's. This section will consider some of the ways in which
constructions of more than two members are formed in the VC. The division is between
constructions involving verbs only and constructions invalving both verbs and particles.

44,1, V-V and V-V

Constructions of more than two verbs are formed in two ways. First, one type of V-V

construction may have more than two members; this may be called a campoundV-V. We
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have already seen examples of this for Resultatives and Sequentials; cf., respectively,
(22) and (42), repeated below:

(22) nejcwi the thii] ?aca] na
2 pull go-out long wick Na
(if) you pull the wick out long... (341.6)
Here both 442 and 4 describe results of the action.
(42) ht 20 mA k1| ta-nA  nA
go sléep cut one two day(cif)
(we) go and sleep (in the fields) and cut (brush)
for one or two days (177.2)

Here A£,70 mA , andk/¢ describe sequential actions®,

At present | have nothing to add to what was said about such constructions in the
relevant sections above.

Secondly, different types of V-V construction may combine; that is,in many cases one
or both 'V's' may themselves be V-V's, This can be called a camp/ex V-V.

To facilitate discussion of complex V-V's, let us adopt a type of

constituent-structure notation in which nodes or brackets are 1abeled with the name of

the V-V construction type; thus a Sequential V-V couid be [Seq VV]or

V-V
Seq
/\

v v
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Similarly, a Sequential V-V whose second member is a Resultative V-V would be

represented as ISeq Viges V V1, 0r
V-V

50q
2N
VARRRY
Rea
AN
v oV

The abbreviated node 1abels are Mod = Modal, Dsc = Descriptive, Drv = Directive, Seq =
Sequential, and Res = Resultative,

Examples of complex V-V's which have already been cited include those combining
Segquential with Resultative and Sequential with Directive; two are repeated below:

(46) [5qq Y fpgs VY1) VE| pui  me sA| b khrd

1s catchdo die rat

| caught and killed a rat. (10/8)

(64)=32.3(6) [y, VI Seq VV] nd kale de thA

command go-down dip-up water

tell sbdy to do down and draw water
Of course not every type of V-V can expand both of its V constituents as any other
type of V-V. For instance, Modal and Directive V-V's are defined by having first verbs
that belong to certain closed classes; since many (indeed, most) individual verbs are

barred from acting as that first constituent, # faréd/or7 V-V's are also barred. This still
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leaves a great many possible combinations, not all of which actually occur. For instance,
lpry V [Seq V V]l is common, as in (64) above, and:

(97) n3cwa?ilo tell sbdy to go plant {from 20.8)

but [pag Viyog V V 1} seems to be impossible:

(98) *muisind beat sbdy so that they want to weep
The sum of possible combinations in complex V-V's can be displayed as follows, using

a tree diagram; the maximal pattern has two possible forms:

(993) ' (b)

V-V g V-V g

/\ -\

Y Vore ¥ TRRRY
7\ N
VooV N,

/\ As,q

V- v-v

Res D
2ANEAN
vV VOV vy

/\Res

vV V
(the structure below the Seq node, abbreviated in [b), is the same as in [a]). Note that
(99a) and (b) differ anly in the relations between the upper Drv node and the Dsc node: in

(99a), Dsc dominates Drv, while in (39b) Drv dominates Dsc. This can also be phrased in




terms of the notion c-command: a c-commands s if the first branching node dominating «
also dominates 8 (and « does not itself dominate 8). In{99a), V(Drv) c-commands V{Dsc),
while in (99b), V(Dsc) c-commands V(Drv). These two patterns can be generated by a

fairly simple set of constraints referring to c-command relations:

(@ Vy inaModal V-V c-commands all following V(-V)'s.
(b) V2 ina Descriptive V-V c-commands all preceding V-V's, except Modals,

(©) V, inaDirective V-V c-commands all following V-V's.
The latter two conditions overlap to give both possible c-command relations between
VI of Directive and V2 of Descriptive. A further condition needs to be stated: a complex

V-V can include at most one Directive verb, as discussed in (4.2.3) above.

Examples of various complex V-V's follow; they illustrate the 'semantic scope’
relations that are the evidence for the constituent structure | have posited. This
semantic scope has already been cited in 42.5 above; for an additicnal example, (i08)
below is 27 2ire piré 'tell somebody to work fast’. Inother words 'fast’ is part of the
content of the command, which is taken to indicate that the structure is (n3 [?ire phre]l.
if the structure were [[n5 ?ire] phre] we would expect it to mean rather ‘quickly tell

somebody to work'.
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Examples of complex V-V's
Sequential with Resultative
(100) pui [me sAl

(101) the [phj4 t3]

(102) [c3 ma] mui

(103) (b5 mo) mé
Sequential with Directive
(104) hE [n dé]

(105) n3 [kale dé)
Directive with Resultative
(106) nd [kave the]
Directive with Descriptive

(107) [n3 *ire} je

(108) nd [?ire phre]
(109) [n3 ?irel ré
(110) n3 [?ireré]
Descripti ith Resultati
(111) [mepjalho

(112) [takd mw] 15
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catch and kill stg
go up and get down
tie up and beat stg

open (‘reach’+'be-open’) stg and look

go and tell to draw {water] (Seq+Drv)

tell to go and draw [water] (Drv+Seg)

tell to dig out

have difficulty telling sbdy to work=sbdy is hard
to get to work (10/11)

tell sbdy to work fast

tell sbdy nicely to work

tell sbdy to work well

ruin stg secretly (c)

chop stg all up fine




Descriptive with Sequential

(113) [Kkékja kathe] ni manage to fold up stgand go up, fold up stg and go
up taking it (317.3)

Modal with Descrioti

(114) t5[cwa j&l should go with difficulty

(115) si[cwa ha) want to go often (10/15)

Note: the examples cited in 4.2.5, such as (84) [[do cwa) beche Al ‘tired of abstaining

from going’, involve Descriptive Particles rather than verbs.

Modal with Directi
(116) to[dA cwal should let sbdy go (5/26)
(117) si [nd %irel want to tell shdy to work (10/15)

HMultiple: Mod + Seq + Drv

(118) ?a kha cwa nd hE VE po kiklé
he promise go command go | YS field
He promised to go tell my younger brother

to go out to [work] the field. (10/13)

The structure is given below:
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The 4hwe-class and /- class particles are unproblematic in their interactions with
verbs and with other particles: they are always the outermost constituents, occupying
first and last positions respectively in the VC, and they seem ta have the whole of their
co-constituent in their semantic scope. E.g.

(119) teoré cwa jé A
almost go difficult NS
almost hard to go (not hard to almost go) (10/15)

It is consistent with this that a particle may apply to one part of its co-constituent
rather than to another:

b rd

(120) nd cwa  pod st
command go additionally back-again

again order him to go or order him to go again (10/13)
Note: | do not take the second reading as evidence for a structure like [n3 [cw3 pd

sg]), the primary reason being that [cw3 po s€) does not otherwise act like a constituent
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in V=V constructions. In (108) above ‘tell somebody to work fast' is analyzed as [n3 [?ir:
phre]] both because of its meaning and because [#ire phrg] can act as a constituent of a
V-V in other contexts; e.g. #re pfré j& 'hard to work fast’, e 2ire phré ‘must work fast'.
But ‘twd po s€ j¢ is impossible (the correct version is cwd f£00 S€ ).

It is not at all clear which of these two classes should be said to c-command the
other; i.e. whether [tul [cwa tho Al or [[tul cwd] tho A] is the correct analysis for *just
finished going’. This is largely because it is nearly impossible to imagine a context in
which the relative scope of such abstract meaning could make a difference: in the
example just given, is the finishing-going recently applicable, or is the recent going
finished?

Descriptive Particles: the variable positioning of these and its semantic effects have
already been described (4.3.3.2); essentially that would come under the heading of
interaction with V-V's. There are also same noteworthy examples of interaction with
Modal verbs:

(84) [do cwa) bache A

abstain go bored NS

be tired of abstaining from going (10/13)
(85) [desplrcwalct to

decide go able NEG

be unable to decide to go (10/20)

Worthy of note here is the fact that these Descriptive particles have scope over the
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modal verbs, while second verbs in Descriptive V-V's usually have /ower scope than
Modal verbs, as shown by (114-115) above. This is interesting because in other respects
the Descriptive particles are like second verbs in Descriptive V-V's,

Modal Particles: little is known at this stage concerning regularities of interaction
of this class. There are hints that the Modal Particles have lower scope than at least
some V-V types, as in the following example including a Descriptive:

(121) llacwal j& be hard to plunge-inand go (see 43.3.2 for /3)

Bound Result Expressions: as already mentioned, apart from the fact that the BRE's
fail the main test of verbhood, the verb + BRE construction behaves exactly like a
Resultative V-V. The similarity extends also to possible interactions with other

constructions.

443, Excursus: noun-incorporating verbs and particles.

A few verbs and particles have the property of incorporating classif iers or nouns intc
the VC. Since classifiers in other respects are considered a special type of noun, | use
the term ‘incorporation’ to imply a similarity to the type of construction by that name in
some North American languages. The similarity is not exact, however; noun incorporation
as usually understood incorporates specified arguments of a verbal stem into the

complex verb, while the classifier cannot be considered a specified argument.
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Examples:
Classifier-incorporater g6 'by the __unit, so as to be __ units'

(122) *iché pé Kil6 1ai to

sell kilo yet NEG

They don't yet sell it by the kilo. (10/29)
(123) de pé plu thd A

put  pile finish NS

They finished piling it up {'putting it in piles'). (10/29)
(124) vemeta phé pé khri  beld

Isdo fall crack shard drinking-glass

| dropped the glass and it broke to bits. (10/29)

Noun-incorporater 24wa 'be, become'
(125) téina e thwated sé na

fish Na go-down be fish again NA

The fish went down and came back to life.

(Cf. 2a thwa N pa 'N is still alive', literally ‘it is still anN")
(126) st thwad  kipe 13 to

caterpillar becpme butterfly yet NEG

The caterpillar hasn't yet become a butterfly. (10/29)
(127) taécu thwa tha 13 A

wax melt become water use-up NS

The wax has all melted into liquid. (10/29)
in (122-3), {pé+classifier] precedes ri~class particles, as does [ Zwa*noun) in
(125-€); in (127) [ Z/wa+noun] precedes a verb in what is prabably a Descriptive V-V, cf.

the additional possibilities taé cu ¢ tha 7 ‘the wax melts easily' (ji7'easy’), taé cu




thwa tha ra ‘the wax melted beforehand’ (for 74 see 42.4). This is all evidence that
these incorporating constructions are inside the VC. The incorporator+noun construction
also precedes Descriptive Particles:

(128) vE %iché pé Kild ct to
is sell by-the kilo able NEG
| can't sell it by the kilo.
Note also:
(1293) »a’iché sut  pé Kilo
3 sell wrong by-the kilo
He sold it by the kiio, incorrectly [i.e. it should be sold by the piecel.
(b) ?a ?iché pé Kilo sul

id.
Here g€ 4ild may either precede or follow the verb s«/‘wrong', which is functioning

as second verb in a Descriptive V-VY; this suggests that the incorporater+N unit functions
either as \l2 of a Descriptive V-V itself or as Descriptive Particle.

Only these two incarporating morphemes are known thus far, Note that o by the
unit’ is probably a loan from Thai/Shan gen, a copula that can function in a similar

manner; cf. Thai /man khaaj pen kileo ‘it sells by the kilo',
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5. Formalizing the Analysis: Syntax or Compounding?

5.1. Introduction: many propositions, one clause.

The compounding analysis | have given the VC has thus far been a desériptive
convenience only. In thissection | will consider some alternatives to treating the VC as
a compound. | will also make the compounding analysis more explicit, and will mention a
few implications it has for morphological theory.

The crux of the problem presented by the Kayah VC is its property of apparently
enabling sentences with simple, single-clause syntactic structure to express complex
meanings consisting of more than one predicate. [n the next section | will review the
arguments for monoclausal structure that have been made in connection with various
V-V types. | will then situate the Kayah V-V's in the context of constructions in other
languages that also combine monoclausal structure with multi-predicate semantics, and
will identify two complementary approaches that have been made to analysis of these
constructions, one with a syntactic, transformational focus, the other witha
morphological,lexical focus. In subsequent sections | will explore each type of approach

as it might apply to the Kayah V-V's.
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2.1.1. Review of arguments for monoclausality.
Compare the following sentences, containing respectively a single verb, a Directive,
and a Sequential:
(1) v dA Phan thA s6 pE
Is give (name) water three bottle
! gave P. three bottles of water.
(2) v n3 phja Phan thA so pE
Isorder take P. water three bottle
| told P. to take three bottles of water.
(3) vE cwa di Phaa thA sb pE
Is ge give P.  water three bottle

| went and gave P. three bottles of water.
All sentences have Subject, VC, ‘Indirect Object’, Object, and Extent expression, with
no indication of embedding of a clause or second VP,
For Sequentials, the khwé-class and r-class Particles, occur on either side of the
Sequential unit, and cannot intervene:

(4a) 7amo | tu he nd d¢  paj’apditha
mother just-now go command dip-up DUR YS water
Mother just now went and told YS to draw water.

(b) *2amo tul hE pa n3 dE »apd thA
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Other form classes likewise combine with the Sequential as a unit:

(Sa) 2G|bd3md mEé ho| 1
3 open look secretly 30BV
Secretly they opened it (mosquito net) and peeked at him. (41.6)
Here the Descriptive Particle o ‘secretly’ modifies 43 md mé ‘open and look’ as a
unit, and could not intervene between £ ma and ¢ Also, only the Object associated
I!

with the second verb may appear

(5b) *2U| b5 md mé ho | ?iké thd
mosquito-net

Secretly they opened the mosquito net and peeked (at him).

Unfortunately | have no reliable data using clause-bounded phenomena, such as
reference of anaphors, to demonstrate monoclausality of V-V sentences. The closest
Kayah equivalents to English anaphors are the /4-class particles guw 'self, of one's own
accord' and /7 ‘each other', and the morpheme 2¢ ‘body, -self* (which is usually preceded
by a personal pronoun); their properties, inciuding boundedness of reference, are obscure
pending further research. The following, however, is suggestive:

(6) a n3  chii rA®ané
3 command stab Ra 3 body

He, told lsomebadyj] to stab him(self), . j (4719)

where 2z n¢ as Patient/Object of the 'lower’ verb ¢4« can corefer with either the

matrix Subject 27 or the Causee (unexoressed in this example). This suggests either that
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7€ is not clause-bound, or that the object of the ‘lower’ verb cAw is not in a separate
clause, being accessible to the matrix subject.

There is one syntactic phenomenon in Kayah that is clearly clause-bounded, invelving
an alternation between an ‘'unmarked’ and an ‘obviative' form of the third person pronoun.
Briefly, if a third-person pronoun is preceded by a non-coreferential third-person NP
(pronominal or otherwise) in the same clause, it must be the obviative form /7 (note the
homophony with the reciprecal morpheme); o.therwise it is the unmarked form 22, The
Causee ina Directive V-V is susceptible to this effect:

(7) ?a 2 20 jwa IU
3 call wait 30BV

He; called to himj to wait. (1572.1)

The interpretation of this fact hinges on one's assumptions about the nature of
reference relations in‘general and of this obviative relation in particular. Given only the
description in terms of ‘the same clause' as just stated, it could be concluded that if the
Object NP in (7) belanged to an embedded clause it could not be the obviative form, since
the preceding noncoreferential third-person NP would not be in the same clause. On the
other hand reference relations of this sort are not seen simply in terms of
same-clause-hood in current theories like Government-Binding (the 'binding' of the title
being a term for these reference relations); rather a notion of ‘governing category' is

used, which allows elements like 4/ in Ae expects him to win to be both a constituent
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of an embedded clause and at the same time accessible to the reference relation
determining that /e and A/m must be disjoint in reference. We may then wonder whether
5) the Kayah structure is of the sort that allows this (exceptional) relation; and b)
whether the obviation relation is subject to the same principles as those operating in the
English sentence. Finally, the structure may still be biclausal even if /7is in the same
clause as 72, with /7as Object of the matrix clause and an embedded clause including %
Jwa wait for and a zero Subject NP that is coindexed with the matrix Object /f 2

Let us return to the question of how, and in what component of grammar, the VC and
its components are formed. Linguistic theory offers at most two methods for accounting
for the combination of mo-phemes, namely base generation and, in some theories,
transformation. Base generation may further be divided into generation by the syntax and
combination by morphology (the latter understood to cover formation of compound words
as well as of root+affix structures).

We may remark at the outset that it is to be expected that the proper analysis of the
VC will be non-obvious: Kayah sentences with V-V constructions are (seemingly) unitary
structures that (seemingly) contain more than ane verb; this is bound to be problematic
for any linguistic theory that takes the single-verb clause to be a (or the) basic unit of
syntax.

To gain a broader perspective on the guestion, let us consider the V-V's in terms of

the general semantic relations holding between the two constituent verbs in the five
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types.

212 V-V asrelated events,

2121, Predicationys, Modification: 1. A first division can be made between
Sequential, Resultative and Directive on one hand and the Modal and Descriptive V-V's on
the other. In the former, both véfbé prédiﬁaté (rather than modify), and the i-elation
between them is ane of related events (using ‘event' in its broadest sense, to cover
actions, processes, and states). In the latter, the relation bgtween the two constituents
is more like modification, with one verb applying its meaning to the other verb, and the
other verb serving as predicator for the NP constituents of the clause. This division
corresponds, of cource, to the division between those V-V's for which derived argument
structure is an appropriate analysis and those for which it is not. Ifh my characterization
is accurate, the Modal and Descriptive V-V's are instances of adverbial modification. The
semantics of adverbs is a complex and problematic topic, and | will not pursue it here;
suffice it to say that when a verb is modifying, rather than predicating, its argument
structure does not interact with that of its head in the manner | have been calling derived

argument structure.




S.1.22 Causation vs, Sequence. Of the predicating types, a further division can be

made according to whether the notion of causation is involved:

I. Modifying

{l. Predicating

A. Causative
1. Resultative
2, Directive

B. Sequential
This can be viewed in terms of different types of relations between events. In the

Causatives, event 1 is the cause of event 2, In the Sequential, event 1 precedes event 2

in time, and may at the same time have event 2 as its purpose; event 1 may also alternate

with or be simultaneous with event 2. Note that we are discussing semantic values of
linguistic constructions, not a theory of action or causation. An actual series of events
could easily combinemost or all of the characteristics just listed, as when event 1
causes event 2 (like the Causative), and event 1 temporally precedes anc is intended to
cause event 2 (like the Sequential). The difference between Causative and Sequential is
rather a matter of emphasis, with the former emphasizing causation and the latter
emphasizing purpose and temporal sequence.

S$.1.2.3. Common Participant, The Causative-Sequential distinction of course by no
means exhausts the possible relations between events (aor even the'possible

linguistically-encodable relations). The event-relations depicted by the (predicating)

189




V-V's are only several instances of a general class of relations that is distinguished by
being relatively closely linked. Less closely linked events can be shown in Kayah by
sequences of full clauses, often with various connecting morphemes (41 ‘and then', ma
‘marker of topic-comment, antecedent-consequent, etc.’, and others, cf. 9.4 below).
Worthy of mention at this point is a type of relation between events that is fairly

close, but is not expressed by V-V's: this is the gquotative type, which can be said to

-involve arelation between an individual (a talker or thinker) and a proposition (the

content of the speech or thought). The type is represented in English, in addition to &p/nt
say, know, by verbs like expect( _ that fre wiil come, . fim to come). InKayah these
are limited to A& say’ and 2 think’, which take the ‘content’ clause as a preposed
Subject or Topic (analysis not completely certain; see 9.3.3 below); e.g.

(8) Pamepa hii té ]dada vé ne naA
3 do IRR like what worry is think Na
‘If you do that, how would it be?’ | thought worriedly. (299.5)

Returning to the predicating V-V's, one of their distinguishing features is the fact
that the linked events have at least one participant in common; this can be seenas a
corallary to the ciose link betwen the events. The roles of this common participant
provide a second way of characterizing the difference between the Causatives and the
Sequential. Inthe Causatives, the common participant is the recipient of action in event
1 and the agent in event 2; in Sequentials, the common participant is agent in both events

These are of course the facts that | have been attempting to describe in terms of derived
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argument structure.

The two Causative V-V's can be differentiated according to features of their comn_j\on
participant: Directives have a human participant who retains some degree of control over
the caused event; Resultatives do not specify humanness of the common participant, and
the common participant retains little or no control aver the caused event.

3.1.3. Skewing of syntax and propositional semantics.

5.1.3.1. the Problem of skewing. Now, prototypically at least, there is a one-to-one
relation holding between syntax, predicate/role semantics, and possibly also logical
representation if present: a single clause represents a single predicate with its set of
roles, which in turn embodies a single proposition. In some theories, this is not just a
prototype but an exceptioniess principle, e.g. the Projection Principle of
Government-Binding theory and others (‘projection’ because syntactic structures can then
be simply praojected from lexical features). The Kayah V-V's show the close link between
the events they depict by representing them with (apparently) monoclausal structure, i.e.
by casting a multi-propositional meaning in (apparently) mono-propositional form.

This skewing between propositional meaning and syntactic form is characteristic of
similar constructions in numerous other languages, causatives being ane such type that
has achieved prominence in the literature. The Seguential V-V makes it clear, however,
that causatives are anly one instance of a mare general phenomenon. It is to be expected

that constructions with this type of skewing will present analytical problems to an




linguistic theory taking the single-verb clause as a basic unit of syntax, even if it is not
elevated to /4e unit, as by the Projection Principle.

it should be pointed out that the term ‘causative’ is often used to refer to a particular
type of construction, also calied the morphological causative. This is the sort found in
Turkish, Japar}ese, and many other languages, in which a morpheme with the abstract
meaning ‘cause’ attaches to a verb root to produce a derivated causative verb. E.g.

{Turkish):

(9) disgi mektub-u  midiir-e imzala-t - b
dentist letter-ACC director-DAT sign - CAUS- Past

The dentist got the director to sign the letter. (Comrie, 169, #14)

But this is not the only type of canstruction that involves the notion of causationina
prominent way. In particular, given the concept of causation as a relation between two
events, it is evident that the Turkish-style morphological causative suppresses the
causing event. In the above example it is simply left unclear how the dentist brought
about the result; a logical transiation of the sentence in terms of two propositions might
represent the causing event as the equivalent of 'the dentist did something'. The Kayah
Resultative and Directive V-V's, in contrast, do include the causing event, as discussed.
We have also seen that the inclusion of both causing and caused events further involves
the presence of the participant common to both, which may be called the ‘pivot' (the term

is borrowed from Chao). The pivot adds a third problematic characteristic to those of

manoclasality and multipropositionality: some way must be found of representing the




overlapping semantic roles borne by the pivot.

1.3.2, Multi-level syntax: Transformational and control approaches. The problem of
analysis, then, is to deal with the conjunction of multi-propositional semantics,
represented by multiple verbs, and mono-clausal syntax. The multible propositions must
be telescoped into asingle unit at some level of representation; depending on
characteristics of the particular construction and language, various approaches will be
more or less appropriate. One way is to ‘deconstruct’ the unitary syntax, to claim that
what appears to be a unitary syntactic structure is actually complex, which amounts to
representing multi-propositionality at a deeper level of syntax, then having the
telescoping operation take place in the relation of that level to the shallower level(s).

In the case of causatives this is commonly done by analyzing the causing predicate as
amatrix clause with the result predicate as a lower clause embedded in it. The
overlapping semantic foles of the pivot participant are then easily shown by having the
pivot occupy both the object position of the matrix clause and the subjlect position of the
embedded clause. For the morphological causatives this involves deconstruction of not
only of syntax, but also of lexical units: the causative affix is analyzed as being
underlyingly averb. This approach for causatives is embodied in the Clause Union
transformation of Relational Grammar treatments. Again, causatives are not the only
construction type in question: for the Sequential type, the prior event could be taken to

be the matrix clause, with the subsequent event embedded in a manner similar to a
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purpose clause.

The same general strategy is represented in the earlier generative literature by the
transformations Object Raising and (object-controlled) Equi-NP deletion. The English
constructions that these account for are not strikingly monoclausal in the manner of
marphological causatives; they are how.ever, less than absolute in their biclausality.
Comparing canonical examples like:

(10a) 1 believe that John ate the pie

(b) | believe John to have eaten the pie

we see that the complementizer #23¢ in (10a) clearly marks John ate the pie as an
autonomous embedded clause, while in (10b) the boundary between the matrix and
embedded clauses is more vague: &47 seems to have ties to boti ::iauses at once, in that
it has the Agent role in relation to the embedded verb afe, and it also has syntactic
characteristics consistent with it being the Object in the matrix clause (accusative case
as shown by the fact that the pronominal equivalent would be /47 and passivizability, as
shownby Jan was believed to hiave eaten the pie). Additionally, the embedded clause
now contains an infinitive verb. This example is of the Raising type: inunderlying
structure, the NP4 has the Subject position in the embedded clausc, allowing for its
semantic role in that clause; it is then raised to the position of matrix Object, allowing
it to acquire the syntactic characteristics of that position. More closely related to the

present topic is the Equi type, which is where the English causatives are found: matrix

194




verbs like foree, persuade, comped, and soon. In

(11) 1 forced John to eat the pie

o again has ties to both clauses, this time semantic in both instances: it is the
Agent of eaf and the Patient of /orced. In other words 47 is the common participant,

the causee, and in the Equi analysis this is shown by having /7 occupy two positions: |
forced John [SJohn eat the pie 1. The lower-sentence 4#n is then deleted under identity

with the upper-sentence Hn The strategy here is less radical than in the case of
marphological causatives, since the surface form is already partially biclausal: one need
only posit an underlying form in which the biclausality is unambiguous, the
transformations then blurring the biclausality, but not effacing it entirely.

Since the analyses described so far require a transformation to mediate between the
underlying multi-clause structure and the monoclausal surf. ;ce structure, this may be
dubbed the transformational approach.

A second approach can be described which can be placed under the heading of
‘syntactic’ along with the transformational approach; it is in fact the replacement of Equi
in later generative theory. It can be called the dependency or control approach, and posits
a biclausal structure, biclausal at the surface as well, but in which the embedded clause
has special features that result in its subject position being in a sense defective. In one
version, associated with Gevernment-Binding theory, the subject position is present but

filled by the phonologically empty element PRQ. A set of principles, control theory,
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determines the coreference between PRO and some NP in the matrix clause. In a second
version the structure is not strictly speaking bi c/ausz), but the embedded element is a
VP {the subject position thus being absent entirely), functioning as a predicate whose

subject, located eisewhere in the clause, is determined by predication theory3.

The control approach is something of a compromise: a complex structure, different
from that of a simple clause, is retained at the surface, but its subsidiary part (the
erstwhile embedded clause) is something less than a full clause.

2133 Multi-level lexical structure: Lexicalist approach, The mirror image of the
transformational approach is to accept monoclausal syntax, but to show
multi-propositionality and the causative relation within the structure of the complex
lexical item. For instance the Turkish form /mza/a-¢-¢s ‘caused to sign’ combines the
lexiéai structures of /imzal/a’sign’, a two-argument predicate, and the causative ~¢-,a
one-argument predicate, to produce a new lexical item that has added a) a causer, to
produce a three-argument predicate, and b) the meaning ‘cause’. The syntactic structure
into which this complex verb is inserted then has ng need to show multiple clauses.

Even when the causative morpheme is an autenomous verb, a lexicalist analysis may
amalgamate the verbs, claiming that what appears to be several verbs is actually a unit,
perhaps of verb plus affix{es), perhaps a compound. A well-known instance of this is

several treatments of Romance causatives, which appear to consist of a verb preceded by

the verb ‘do’ or 'let’ (e.q. French faire, /aisser ). Eg. Zubizarreta (1985) arques that
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Romance causatives [i.e. the verbs ‘do’, 'let’,etc.--DBS], although morphophonalogically
words..function morphosyntactically as bound morphemes.  (p. 247)

For a different instance of the same general approach, dealing with constructions
more closely akin to the Kayah V-V's, cf. Thompson (1973) on Mandarin resultatives. The
amalgamated verbs, aithough unitary at the syntactic level, will still have a
multi-propositional semantics. This, which can be called the lexicalist approach (since
current theory assigns the function of word formation to the lexicon), amounts to
representing multi-propositlionality in the morphology/lexicon, since the telescoping is
done by the process of word-formation, ‘prior’ to lexical insertion.

214 Afterword

This is perhaps the appropriate spot to point out that, as the reader may have already
noti'ced, the difference between a biclausal and a monoclausal treatment of the Kayah
V-V's is not simply a matter of reanalysis. This is unlike the Turkish-type causative, for
which the difference between the two can be shown by changing the bracketing only, as

follows (bracket labels for illustration only):

biclausal  [gdisgi [yp [ mektub-u miidir-e imzala gl -t-t1 ypl gl

monoclausal [gdisgi [yp mektub-u  midii~e  imzala-t-ti ypld]
dentist letter-ACC director-DAT sign-'CAUSE'-Past

The dentist got the director to sign the letter.

(One would also have to account for the dative case of the embedded subject méiatire).
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The point is that no movement needs to be posited, the surface constituent order being
compatible with either biclausal or monoclausal structure.

In contrast, the Kayah constructions will require a movement operation. This means
that if a biclausal underlying form is to be converted into a monoclausal surface
structure, two transformations will be necessary : a) reanalysis, to remove the clause
boundaries of the embedded clause; b) movement, to make the two verbs adjacent. Note
that b) will be needed even if a) is not (i.e. if a monoclausal analysis of the surface
structure is not accepted). Ancillary to these two would be ¢) some means of dealing
with the linking of the pivot NP (the causee) to both the Object position of the ﬁatrix
verb and the Subject postion of the embedded verb. To illustrate (I use X for the
embedded subject, to equivocate between PRO and a full NP identical with the matrix
object) with the sentence 'l told Pha'a to get water":

underlying: [vEn3 Phaa [ X dE  thA]}

I tell P. dip-up water

reanalysis: [ vE n3 Phaa X d tha ]

movement: [ vE n3 (X) dE Phan tha ]

This omits consideration of a) whether ta move the matrix object Ahaarightward or
the embedded verb &£ leftward; b) what to do with the embedded subject X (delete it,

keep it as phonolagically null, etc.).
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Note that movement and reanalysis are logically separate; in section 5.2.2 below we
will consider a specific transformational analysis that involves the former but not the

latter.

5.2. HMulti-level syntax: Transformationalist approach.

Since Kayah has neither w/-movement nor passive (nor any other construction for
which NP-movement could be invoked), the V-V's are the only area of the grammar which
might call for an analysis involving movement, or some other way of relating multiple
levels of syntactic representation. However their combination of multi-propositional
meaning with monoclausal surface form, as described above, makes same sort of
multi-level treatment virtually a necessity. The V-V's are to a large extent amenable to
either of the two main approaches described, the syntactic and the morphologicai. We
will consider the syntactic approach first.

Accounting for the V-V's in the syntax seems attractive in several ways.
Multi-propositionality aside, the VC constructions have the ‘feel’ of syntactic structures,
for two reasons. First, they are highly productive, and‘clearly different from lexicalized
compound verbs such as the group containing s7 ‘heart' {e.g. siné ‘wake up', s/ taré
‘embarrassed’, s/ € 'know', etc.). Second, they are semantically transparent: to
understand them one only needs to know the meanings of the component morphemes, and

perhaps also the meaning (if we may put it that way) of the construction. It is difficult
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to come up with examples of morphemes that have a specialized meaning in one
particular combination (but see 5.3.1). (Note that this is not the same thing as those
verbs that show a meaning shift when occuring in a particular position ina V-V; a4’
‘give’ means ‘let’ when it is the first verb of a Directive V-V, but it always means ‘let’ in
that position, regardiess of what verb it precedes).

22.1. Syntactic Base-Generation.

Before exploring a transformationalist approach, let us first consider the possibility
that the constructions in the VC can be accounted for by the phrase structure rules of the
base. Setting aside the multi-propositional semantics for the moment, it might be taken
as the null hypothesis that the V-V's are directly generated, without reference to
transformations.

The focus of a base-generation account of the VC would be on how to formulate the
rules expanding VC. Recalling that the syntax of sentences with complex VC's is no
different (apart from the complexity of the VC) from the syntax of sentences with
simple, even monomorphemic VC's, it may be concluded that the rules accounting for
complex VC's should introduce no new S or VP categories.

The VC might be of the category V, intermediate in level between the lexical (V) and

the maximal (VP). it could be formed by a rule like V - V ¥, which would give the

right-branching structure that seems to be predominant, as discussed in 4.4; recall ...,
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(Seqv lRes VV11 vE pui me sA jo khrd 'l caught and killed arat’; and lpry VI Seq Wl n3
kale dé tha 'tell sbdy to go down and draw water. However left-branching structures are
also needed: [Seq [Res V VI VI &3 mo mé 'open (‘reach'+'be-open’) stg and Took', It is clear

that whatever analysis is adopted will have ta cope with the camplexity somehow. A
possibility for a syntactic analysis is to have a maximally simple phrase-structure rule
V =+ VV, incanjunction with canstraints on configurational relations between forms or
form classes; the c-command constraints stated in 4.4, are an example of this.

The aspect of the VC that creates the most problems for a syntactic-generation
approach is that of subcategorization. In the standard approach, the number and type of
NP arguments present or possible in the sentence is reflected in the subcategorization
features of the sentence's main verb. However in a Kayah sentence it is not sufficient to
refer only to the main verb. In the Directive V-V, for instance, the number and type of
arguments occuring in the sentence is a function of the argument structures of both verbs
involved. There are also Particles that have an effect on argument number and type by
allowing an additional argument in the clause. These have been described in several
sections above; they include the Bound Directionals like ¢a/wd ‘past’ and others (3.3.7);
the Descriptive Particles cwd ‘help', ££5e7 ‘guide, show the way to' (3.3.6), /¥ 'more,

than', and44rw 'equally, as — as'; and the £4-class Particles £4 ‘with, comitative' and

¢ ‘for, ethical dative' (3.3.5). | have argued in favor of analyzing these morphemes as
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co-constituents of the verb rather than prepositions directly in constituency with "their’
arguments (the arguments that they add to the VC). The reason is the same in all cases,
and i$ simply that these morphemes need not be adjacent to their arguments (with the
exception of 2&, which happens to occupy the final position in the VC), nge we may add
that there are no alternative ordering possibilities; e.g. the sentence ‘he has eaten more
rice than me' includes the morphemes /¥ ‘more than', #4¢ ‘perfective’, and v&'I', and they
must be in that order:

(10) »a % 26 1% tho vE di

3 eat much more-than PFV Isrice

(11) *2a 7e 2 thd 1% vE di

(12) *°a %e 2¢ thd di |5 vE

It would thus be implausible to claim that /¥has been moved from a position next to
vE in astructure Yike (11) or (12). Al of this means that the number of possible
arguments (and, in some cases, their interpretations) is not simply a matter of features
of the main V, but is a function of those features as modified by other VC constituents.
It might seem simplest to reflect this fact by allowing that function to assign features
to the VC as a whole. But in standard generative theory these subcategorization features
are usually considered to be properties only of lexical items, not of phrasal categories4;

to be consistent with this the VC should be considered a compound V.

Consider how the subcategorization facts would need to be stated in a generative
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grammar in which the VC was produced by phrase-structure rules. The lexical entries for
verbs would include subcategorization features, as usual. A verb such as cw 'go’ would
be subcategorized as [+NP __] (ignoring for the moment the Locative argument that should
probably be included), stating that it takes a single preposed NP argument, a Subject. But
if cwd appears in a V-V preceding a transitive verb like #4/F ‘take’, the sentence will
include an Object NP as well; i.e. cwa can also appear in the frame

NP~V NP}
[+NP_NP)

cwd may also be followed by an argument~-adding morpheme like 44 'with, etc.’, with
an NP Object again possible, as in cwa 44 £ 'go withme'. The subcategorization must
then include a feature like [+NP _..kA..NP] (dots indicate that other el’ements may
precede and follow 44 ), and must add a similar feature for each of the six or so other
valence-affecting morphemes. But this is also a violation of standard generative
practice, since subcategorization usually refers to syntactic categories only, not lexical
items; this cannot be done here since only certain members of each form class affect -
valence: e.0. 44 is a A4-class Particle, but most of the 44-class Particles have no
affect on valence, so a feature like [+*NP — Ptc NP] would also be incorrect. A
subcategorization frame that included 44 would be equivalent in English to
subcategerizing intransitive verbs as [+NP aut-— NP], to show that the prefix owf-
produces words like aulrun, out/ast, autwsit that take Direct Objects. Also,

subcategorizaton of V's usually refers to possible arguments of the V, and 44 and the
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like are not arguments of the V in any usual sense of the term.

522 ATranst tionalist analysis: Verb | b
We will now consider aparticular transformational analysis of the V-V's, First we
may briefly list the advantages of any such analysis in general, as well as the form it
would take. |
In the Resultative V-V, for instance, the overlapping roles of the pivot participant
(the ‘Patient-to-Patient' mapping in the derived argument structure) can be shown by
positing the type of underlying structure already mentioned, with embedding:

(13) underlying structure of w&muw s4 thwi' ') beat the dog to death'
S

/\

NP VP

e T

vV NP S

mut thwi /\
NP VP
thwi sA

(the subject of the lower clause could also be PRQ, in the cantrol approach.) This
underlying structure provides a natural way to display the informatiqn that the Object
Z/mwi has the Patient role of both the upper and the lower verbs. Transformations are
then required to accomnplish movement and reanalysis, as discussed above, A further

advantage of this approach is that it would facilitate typological comparison: in the case
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of Resultatives, it provides an easy way of relating the Kayah sentence to its Thai

equivalent c4an t/f maa tzaf (iiterally °I hit dog die"), which could be said to differ only

in not having undergone the movement transformation. in certain contexts, Vietnamese

has both types, e.q. ¢/ Jan o quéh oo ~ 161 Jene quéh 80 o, both '| made the clothes
dirty'; the transformation would then be said to be optionals,

Finally, other types of underlying structure can be imagined: for instance, instead of
embedding one sentence in the other, the two sentences could be arguments of an abstract
predicate CAUSE; e.g. [vE mui thwi] CAUSE [thwi sAl,

Similar underlying structures can be easily imagined for the other types of V-V: ina
Seguence V-V the Subjects would be either identical or coindexed, in a Descriptive V-V
the second verb would be the main verb to which the remainder of the sentence functions
as sentential Subject:

(14) 7ae phredi ‘he eats rice fast’

S
/ N\
S vP
/ \ phre

NP VP
I /7 \
a V NP

% di

It is easy enough to imagine underlying structures and complex transformations

modifying them. To seriously evaluate a transformational analysis, it must be situated

in some theory that is sufficiently constrained to be realistic. The specific proposal we
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will examine is one of the mds;t recent in the transformationalist vein, Baker's (1985)
Verb lncyrporation.

Baker considers only morphological causative constructions, those in which the
causative morpheme is a verbal affix. He analyzes this affix as underlyingly a verb that
takes a sentential complement, the verb of the sentential complement being moved up to
adjoin to the causative affix. As aconcrete instance we may cite Baker's example from
Chichewa: (his 3a, p.205)

(15) mtsikana anau-gw-ets-a mtsuko
gir agr-fall-made waterpot

The girl made the waterpot fall.
This is analyzed in terms of the two structures below (‘'make' represents the

causative affix ets- )

underlying structure derived structure
. S b. /S\
NP VP NP VP
mtsikana /\ mtsikana /\\
v s v S
-gts- A
/\ Sy TN
NP VP NP VP

misuko  -gw- g% 15" mntsuko 8




The lower verb -gw-'fall’ moves to adjoin to the causative morpheme -ei's-,

The name 'Verb incorporation’ is meant to reflect a similarity to constructions found
in many American indian languages, known as Noun Incorporation, in which a complex verb
‘incorporates’ a nominal stem (the interpretation is usually that the nominal r?lates to
the verb in a way that would be translated as Object in more familiar languages). Baker's
treatment of Verb Incorporation is only one section of a general theory of incorporation.

As Baker notes, Verb Incorporation is only the latest in a series of similar proposals
about such constructions, including the Predicate Raising of Generative Semantics and

the Cfau;e Union of Relational Grammar. A major difference (and an advantage, in Baker's
view) is that Baker operates in the framework of Government-Binding theory, which sets
various sorts of constraints on the possible structures and processes involved. {n
particular, the movement of the lower verb is treated as an instance of the generalized
transformation ‘'move alpha’; the movement therefore leaves a trace, and certain
conditions must be fuifilled regarding the configurational relation between the moved
verb and its trace.

We may first consider some apparent differences between the constructions treated
by Baker and the Kayah V-V's; not all of these are critical. First, the Kayah constructions
involve anly full (i.e. lexical) morphemes, while Baker's causatives involve combination of
an affix with a full morpheme. If anything, combination of full morphemes should be

more congenial to an Incorporation analysis, since it obviates whatever difficulties there
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may be in having the causative morpheme change its category from verb.to affix when it
moves. Baker in fact states that (p.232) ‘it should also be possible for syntactic Verb
Incorporation to correspond to morphological compounding in some languages’. The Kayah
V-V¥'s might simply provide the predicted filler of a gap in the set of possibilities.
Secondly, Baker's causative morpheme, being simply an affix with the abstract
meaning ‘cause’, is fittingly analyzed as taking a sentential complement; that is to say, it
makes senge to view the predicate ‘cause’ as arelation between an individual {(fhe causer)
and a proposition (the caused event). The Kayah equivalents of this morpheme are those
verbs appearing in first position in the ¥-V's with causative meaning, namely the
Resultative and the Directive. But the Kayah verbs have more content than the abstract
‘cause’, since they also describe the causing action®. This is what produces the effect of
the overlapping semantic role of the causee (or pivat), which not only performs the
caused action, but also receives the effect of the causing action. This difference could
presumably be accomodated in Baker's analysis by saying that the Kayah verbs take both

an NP and a sentential complement, as in the ‘Equi’ structure suggested above; for

instance, the underlying structure of ¥ 23 cwd 22 ') told him to go' would be:
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tn Baker's framework the lower subject would presumably be the abstract element
PRO, which would relate to the upper-clause object according to control.

A third discrepancy is that the Kayah V-V's include not only those with causative
meanings, but also the Sequential and Descriptive types. However Baker states that the
tausatives he treats are 'part of a somewhat more ~eneral phenomenon of VYerb
Incorporation’, citing examples that include semantic equivalents of Sequentials
(translation: 'l am going to beg maize'), Descriptives ('The man broke the boat easily') and
Modals ('The man wants to see the woman'). It is not too difficult to construct analyses
of these additional cases with a matrix verb plus sentential complement.

There is no grave objection to subcategorizing the Directive verbs for a sentential
complement; they form a small class with special characteristics that are appropriately
captured by some such description. Also those with meaning shift, like 24 ‘give; let’ can
be said to require a second verb (in this analysis, the sentential compliement) in their

directive meaning (=the Drv verb of the related pair). But difficulties arise when one
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tries extending the analysis to the Resultatives. The first position ina Resultative V-V
can be occupied by virtually any verb, or at least by a very large subset of all verbs, and
these verbs are completely indifferent to whether they occur in a Resultative
construction; i.e. whether £hey are followed by a second verb. it thus makes no sense to
posit a subcategorized sentential complement as underlying a Resultative V-V, unless we
are willing to have virtually every transitive verb in the language be subcategorized in
that manner--and the subcaiegorization would have to be optional. The expression
denoting result is rot conceptually intrinsic to the transitive verbs in the manner of the
complement of a causative verb like persuaale. (1t is true that the complement of
persuade can be omitted: /persuaded John is grammatical; however it invites a question
asking for the complement to be filled in, e.q. 7o db w/hat? But a Kayah transitivé verb
like mw/ ‘hit' does not omit anything: v& mer ¢/ 'l hit the dog’ does not invite a
question like 'with what result?’ (I am frankly not sure how that would be asked).
Similar arguments would apply to the Sequential and Descriptive V-V's. To account
for Sequentials a great many verbs would need optiona: subcategorization for a
sentential complement, and one whose subject is somehew guaranteed identity or

_coreference with the upper subject. Descriptives would presumably take sentential

7

subjects’ as an alternative ta NP subjects; e.g. ‘he eats rice fast' [ a %e di] phrE ~ [*a

%e phréi ) t,
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Clearly the lower sentence in all of these types must be an optional constituent. But
it could not be a V-external constituent like a purpose clause (although purpose is indeed

one of the readings of the Sequential construction). If it were, the lower sentence would

not be a sister to the matrix verb but to V (as is So below), or possibly a sister of VP (as

5 below):
S
NP VP (s, )

/N

v (92)

"\

v {NP)

But then the lower verb will be ineligible for movement into the VP, in Baker's theory
‘an X-0 may only move into the Y-o that praperly governs it' (208, citing Travis 1984).
But X governs Y only if a) Y is contained in the maximal projection of X and b) X

c-commands Y (van Riemsdijk and Williams, 291). Here X is the matrix verb, its maximal

projection is VP, and thus if the lower verb Y is outside of the VP, as in S,, it cannot be

moved into it. If the lower verb is in the position 52, it will be in the maximal projection

VP, but it will not be c-commanded by the matrix verb (at least under the standard

definition of c-command), since the branching category V intervenes. The lower clause
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must then be in V for movement to be possible out of it. This may or may nof be a serious
difficulty, depending on whether one allows for non~subcategorized constituents of V,
which may also be required for ‘predication structures’ (like eaf e meat raw, mentioﬁed
above)®.

A more serious obstacle is the fact that the putative biclausal structure never occurs
on the surface; in other words the incorporation transformation must be abligatory. It is
also obligatory for the morphological causatives, but there is a natural explanation:
since the matrix ‘verb' is really an affix, it must attach to some lexical morpheme (in
Baker's terms, it is subcategorized for attachment to a verb), hence the transformation
must apply to fulfill the subcategorization of the matrix verb. But the Kayah morphemes
are all full verbs and have no need to attach to any particular lexical category.

Thus far it seems that Incarporation, although problematic for Resultatives,
Sequentials and Descriptives, might still be appropriate for the Directives. Returning
now to the Directives, we have said above that their sentential complements would have
PRO as subject. To expand slightly on the reasons for this assumption: their sentential
complements would have to contain a subject that is referentially dependent on the
object NP of the higher clause. But that dependence could not arise by movement, since
the two NP's have different semantic roles--that is indeed the motivation for positing
two NP's in the first place. In GB terminology, it is a violation of principle (the ‘theta

criterion’) to have a moved NP and its trace bearing different thematic roles. So the
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lower subject cannot be ‘NP-trace’. What is said to occupy this position is the
base-generated empty NP PRO; this is the analysis of the English equivalents of the
Directives, namely sentences with verbs Vike ¢e//) persuade, invite followed by
infinitival complements. PRO, in fact, can only appear as the subject of an infinitive.
The problem is that Kayah verbs, of course, do not distinguish finite from infinitive
forms. One could claim that the second verb in a V-V is indeed an infinitive, but one
which happens not to have overt marking of its infinitival character. |t would of course
be desirable to avoid making a claim that is to such a degree ad hoc and theory-bound; a
more promising line would be to discard occurrence in nonfinite clauses as a criterial
feature of PRO.

A second difficulty for an Incorporation analysis of Directive V-V's arises in

connection with complex V-V's. Recall that a Directive can, among other possibilities,
actas V2 of a Sequential; e.g.

(16) vEhEnd #Ire Phaa | went and told Pha'a to work

But we have already seen that Sequentials at Jeast cannot be praduced by
transformation; they must then be base-generated, whether syntactically or by
compounding. But we have also seen that they are not easily accounted for by syntactic
base generation (cf. the discussion of cwd /3 'go and take' in the preceding section).
Thus the construction /£ 75 'go and order' must be a compound, and would have to be

formed first. The Directive would then have to be ‘embedded’ in the Sequential by
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adjoining of the lower verb %r¢ ‘work' to the Directive verb »7'command’. This would
be a clear violation of the principle of Lexical Integrity, which states that syntactic
processes, especially referential indexing, cannot pick out parts of a word (Jackendof f
1972, Selkirk 1982, Huang 1984). In this case the Incorporated verb 277 would be
coindexed with its trace in the lower sentence, thus requiring the trace to corefer witha
subpart of the complex word /£ n7 2irf.

| would remark, finally, that perhaps the operative difference between the causatives
treated by Baker and the Kayah V-V's is that the morphological causatives are at once
more particular and more abstract. More particular in that only one morpheme is involved
(or perhaps a few, since some languages seems to have one for ‘cause’ and one for 'I"et');
more abstract in that the morpheme has no content other than 'cause’. The corresponding
Kayah morphemes, in contrast, are vastly ﬁ\ore general in their numbers and at the same
time more particular in their meanings, which makes difficulties for the positing of an

underlying structure with sentential complement.
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5.3. Multilevel lexical units: lexicalist (Compounding) analysis.

Having considered movement and syntactic base-generation as analyses of the VC, we
proceed to explore the remaining alternative, generation by the morphalogy, which in this
case amounts to compounding.

Note that we have already impiicitly made a case for some sort of word-forming rule.
by showing that the argument-adding Particles in the VC cannot simply be
base-generated in constituency with verbs (5.2.1 above). Presumably forms like cwd k4
‘go with', effectively a transitive verb, are then best accounted for by lexical operations.
This section will be devoted to applying s;uch an analysis to the V-V's,

2.3.1. Characteristics of compounds vs. phrases.

Intuitively the constructions of the VC do not 1ook like typical compaunds; as already
discussed, they have the feel of syntactic phrases, being highly productive and
semantically transparent. Also there is no phonological evidence, such as stress
patterning or tone sandhi, that would indicate that the V-V's are words. in contrast with
the productivity and transparency of syntactic constructions, compounds are
traditionally expected to be semantically idiosyncratic, with meanings not necessarily
understandable as the sum of their parts (e.q. siv-shooter, whitewal’), and syntactically
irregular, being often of limited productivity ( e.g. the verb-object pattern exemplified by
pickpocket, lickspiti/e, killjay, and not many more). However, it is uncontroversial that

these are generalizations only. First, syntactic does not necessarily equal transparent:
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there are numerous examples of phrasal idioms like &/ck the buckel, get X's goat, pull X's
/eg, which have idiosyncratic meanings but behave to varying degrees like syntactic
phrases. Second, morphological does not necessarily equal idiosyncratic: there are
highly productive word-forming processes, involving both affixes and full morphemes,
whose outpul additionally may be quite transparent in meaning. Consider the pattern NP
V-er: cheese-eater, cal-hater, lear-collector, and so on, ali of whose meanings can be
accurately rendered as ‘one who/that V's NP' (one who eats cheese, one who hates cats,
one who/that collects leaves, etc.). There is clearly no need to list these separately in
the lexicon; they can easily be accounted for by a single process, whether that process is
described as a word-formation rule or as something else,

On this account there is then no reason to deny that the VC constrﬁctions are
compounds on the basis of their productivity and transparency. It is, however, still
slightly incongruous that there seem to be so few exceptions to transparency. More

typically, even the most productive compound-ferms have non-transparent instances: in

addition to the transparent words of the c/heese-eater type listed above there are also -

words of identical form but non-transparent meaning: skyscraper, cow-catcher;
Jawbreaker, windbreaker, bee-eater (kind of bird). These will require their own lexical
entries, although they still bear a relation in form to the transparent counterparts.
There are two points that can be made concerning the lack of idiomatic V-V

constructions.
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First, there are some possible examples, e.g.

klg 2i ‘run + defecate’ - ‘have diarrhea’; clearly a Sequential, having the
typical motion-verb as V, and the meaning classifiable as ‘alternating

action’,

cho tapa ‘forget’; first element restricted to this compound, second element
probably identifiable with the second elements of 2 m4 £203'asleep’
(20 mA ‘ie down, sleep’) and 20 mur {30z ‘dead drunk’ ( 27 'drink', mw
‘drunk, poisoned'); Resultative in meaning (‘'forget so as to be unaware')

t3 ma ‘remember’; first element restricted to this compound; the second
component probably 7z ‘be fixed, firm, steady’; Resuitative,
presumably with an original meaning like ‘remember stg so that it
stays [in the memory]’ (cf. Chinese ji-zhu ‘remember+stay’, ji bi-zhu
‘remember+nat+stay-can't remember*).

Other possible examples are rendered unclear by uncertainty of morpheme identity (as
exhibited in the second and third examples, but worse).

Secondly, a more fundamental reason for the transparency of the V-V constructions is
that they lie very close to the border between syntax and morphology. They thus, like
morphological causatives, share in the features of canonical syntactic phrases and of
canonical lexical formations, as described in (5.1.3), and a decision as to which side of

the syntax-morphology border to locate them an requires detailed examination and must
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be at least partly a theoretical one,

To address these questions | will make use of some concepts associated with the
theoretical approach often known as lexicalist morphology. This approach assumes that
at least some (in some versions, all) word formation is accounted for in the lexicon
rather than by syntactic transformations. In particular, | will assume that the Kayah V-V
constructions are compounds that are formed by one or more compounding rules.

2.3.2.1, headedness and percolation.

One of the assumptions of lexicalist morphology is that complex words, iike
syntactic phrases, have heads, and that the head determines the features of the structure
that it heads (this is often put as an instance of the more general conformity of word
structure to the X theory of syntactic structure). This is formalized in Percolation
Conventions (Lieber 1980, 1983), which state that features of the head ‘percolate’ up to
the dominating category. This provides an easy way of showing, for example, that the
compound word &/ackboard is a noun: the word as a whole has the feature [+N], because
that feature has percolated up from the head of the word, the stem foare which, being a
noun, has that feature as one of its lexical specifications. A second percolation
convention that will concern us here states that if a head is unspecified for some

feature, that feature may be filled in by non-head members of the word.
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2322, formation rules or not?

In one version of lexicalist morphology, word-formation rules operate in the lexicon;
the operations they perform include combining of morphemes (affixation, compounding),
alterations of argument structure (e.g. causativization) , and/or alterations in realizatior
of argument structure (e.g. passivization). See Aronoff 1976, Williams 1981, Selkirk
1982, In anather version, there are no word-formation rules as such; rather

affixes as well as roots have their own lexical entries and aH morphemes are inserted

into uniabeled binary branching word structure trees. . Marantz, 121

...the locus of all idiosyncratic information in the lexicon is in lexical entries;

morphemes may have diacritics, or bear peculiar restrictions on their

subcategorization, but the actual principles by which morphemes are combined into

words are exceptionless, Lieber 1983, 254

1t is not always evident how much difference this choice of formalism makes at an
empirical level, especially given a sufficiently rich set of possible lexical features. For
instance, Williams (1981) discusses a rule 'internalize an argument"9 that produces,
among others, verbs by surfixing - Zze to adjectives; clearly -/ze could be given a lexical
entry including the feature [+Internalize] which would give the proper effects when -/ize
appears in a word sfructure,

When one turns from affixation to compounding the equivalence becomes less obvious.

The differing kinds of derived argument structure mappings | have assigned to the V-V's

are an obvious candidate for being the properties of differing word-formation rules, since
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they are not likely to be features of the constituent verbs themselves. On the other hand
it is not out of the question that the mapping facts may be derivable from independent
principles or conditions, and | will suggest such an analysis in 5.3.3 below.

Directly related to the status of specified arguments as intrinsic is the concept of
argument linking, which states that all arguments specified by a verb (or other
- argument-taking item) must be ‘linked' or *satisfied' for the verb to legitimately appear in
a syntactic structure. Several lexicalist treatments of English compounds assume that
some version of this applies within complex words (Selkirk 1981, 1982; Lieber 1981,
1983). Cf.

...aparticular syntactic (or morphological) structure containing a lexical item

with a particular argument structure is ruled as well-formed only if there is, in

essence, a 'match' between the grammatical functions assigned to the syntactic

structure and the grammatical functions associated with the lexical item's

arguments.

Selkirk 1981, 255, cited in Botha, p.60

(Selkirk operates with the theory of LFG, in which it is grammatical functions rather

than semantic roles that are primary in grammatical description)

In the configuration ][V P) [l orl I ]{V p) where a ranges over all categories,
) ]

{V,P} must be able to link all internal arguments.
Lieber 1983, 258 (symbols V & P originaily vertically aligned)
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Lieber (1983) places particular reliance on the principle of argument linking in
accounting for acceptability of compounds in English, arguing that this "independently
‘ needed principle of syntax suffices to account for the range of possible compounds’ (ibid,
251), with no need for lexical transformations (as Roeper and Siegel 1978) or other
word-formation rules (presumably including those proposed by Selkirk 1982, although they
are not specifically mentioned in the work cited).

For example, in Lieber's analysis of the compound drewdridye, the verb draw has its
Patient argument specification satisfied by (or, its Patient argument links with)&r/age.
The Agent argument of graw is not linked in Lieber's theory because it is the verb's
external argument--more or less equivalent to deep-structure Subject (but not exactly,
see Williams 1981); and external arguments may not be linked inside compounds. Thus
araw links all internal arguments (in this case, its Patient) and so is in accord with the
principle quoted above. Furthermore the fact that caw, the nonhead, links its argument
within the compound, is in accord with an additional principle posited by Lieber (258-9)
which states that nonheads link their internal arqguments inside the word. Heads, in
contrast, link their arguments outside the word (but with certain exceptions: 258, 263).
(In the case of drawdridyge, the head is frv/age, which is not an argument-taker).

The motivation behind this type of analysis is clear: there is a non-accidental
connection between the meaning of compound words including a verb (or deverbal form)

and phrases in which the verb takes the nominal constituent as a syntactic argument:




drawbridge
twist-arilt
rowboat
cheese-eater

flute-playing
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araw a brigge
twist the aritl
row g boat
eat clieese

play the flute

Conversely, unacceptable compound words correspond to unacceptable phrases:

draw-river

Soeed-eater

Yook-playing

Ydraw a river
%eat speed

blay a book

In a transformationalist account, this intuition would be captured by having a

‘transformation produce the word from the phrase: the syntactic relation between the verb

and the nominal is taken as basic, and the word-level modifier-head relation is derived

from it. The lexicalist account generalizes the argument-predicate relation so that it may

hold equally within morphological and syntactic structure, neither being derived from the

other.

2) External vs. internal linking (Predicati Modification. 2).

Let us return to the principle which states that heads satisfy their argument structure

outside the compound word, while nonheads satisfy their argument structure inside the

word (here and in the following discussion ! refer to argument-specifying morphemes only

s0 ‘head' is short for "argument-specifying morpheme as head', and so on). As Lieber states




it, this distinction simply follows from the fact that a head ‘passles] its argument
structure on to the compound' (p.258); thus it is actually the compound as a whole that
satisfies its argument structure, necessarily doing so external to itself. A noqhead,
however, ‘does not pass any of its features on to the compound as a whole' (259), and so
must link internally. But this leaves out the situation provided for by the second
percolation convention, in which features of a nonhead do percolate if the head is
unspecified for those features. Lieber assumes that the features comprising an argument
structure are an opaque unit, which either percolates or does not, but cannot acquire
additional features. Suppose however, that argument structures are not opaque in this
way, but can be affected by the second percolation convention: e.g. if a head specifies
Agent and a nonhead specifies Agent and Patient, the Patient may be added to the argument
structure of the compound. If this is possible, then the nonhead arguments that percolate
will indeed be satisfied outside the compound. | will argue in5.3.3.2 that this is in fact

the case with V-V's.
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In this section | will outline a way to account for the syntax and semantics of the
V-V's by treating them as compounds. They are considered ta be praduced by a single
lexical/morphoiogical rule whose output is subject to several well-formedness
conditions. After consideration of the simple V-V's, | will make a few suggestions fof
extending the analysis to complex V-V's,

In this discuss'ion it will be most useful to distinguish three general types of V-V,
selected from the terms put forward in 5.1.2.2, namely Causative, Sequential, and
Modifying. | will take Descriptives to be representative of the Madifying type; at a later
point | will mention some pessible difficulties in including the Modals.

What sorts of facts should be accounted for in this analysis? Let us take as an
example a sentence with Resultative V-V: A7&mé the s djpz "Kiemeh wiped the pot dry’.
Several things can be said about it:

a) the V-V as a whole has the argument structure [Agent Patient]

b) the V-V also takes the grammatical relations Subject and Object.

c) the semantic relation between the two verbs in the V-V (or rather, between the
events denoted by the verbs) is that of causation.

d) the Object ojp> has the Patient role associated with both verbs, being the thing
that is wiped and the thing that becomes dry; the Subject A7&m¢ is the wiper, the Agent

associated with the first verb only.
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The problem of predicting the fact in a) can be called that of the aerived
arqument-structwre b) states the V-V's synfact/c valence The question of how to state
the information in c) is the problem of inferverbal semantics. The facts ind) are those
that | have been representing by lines of mapping connecting the constituent argument
structures with the derived argument structure; the principles dealing with them may
fherefore be called those of magoing Finally, there is also the problem of predicting
possible and impossible combinations of verbs; since this can be thought of in terms of
possible inputs to the compounding rule it can be called the question of /gout consiraints

23.3.1. The Proposed Analysis.

(1) Input Constraints. To account for the passible binary combinations of verb types
in simple V-V's, | will use a simple classification of verbs in terms of a mixture of

syntactic valence and argument types:

Vp verb specifying Patient only

Y, verb specifying Agent only

Vi verb specifying any two roles that are realized as Subject
andObject

The classification of intransitive verbs into \lp and Va is familiar from the Relational

Grammar literature, where V. is known as waccusative and V,as wergative (cf.

P
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Perlmutter 1978). It is also convenient to refer to a broader class V,,¢ including both

the second and third type. The possible and impossible combinations of these classes can

be charted as below:
Chart 1
second verb
. Vp Va /t
v + -
first | P
verb |V + +
a
Vt + +

in other words, all combinations are possible except V - Va and V_- Vt' avVv

p p canonly

p

be followed by another Vp. These possibilities can be covered by a compounding rule

V+V-V in conjunction with a well-formedness condition'ruling out concatenations Vp-

Va and Vp— Vt:

I will assume for now that Vs behave in the same way as Vt's for purposes of input

constraints.

In most cases, a given string that is well-formed according to the condition just

stated may embody more than one type of V-V. For example, a string Vt- Vp could be

either a Resultative, as 2z 2 /7 aF ‘'he ate all the rice ( % 'eat’ + /5 'be used up"), or it




could be a Descriptive, as a2 2 ghr€ of ‘he ate (rice) quickly’ (2 ‘eat’ + ol 'fast’).

Evena single Vt- V_ may be ambiguous, as in the case discussed above (4.2.4), me ré

P

‘improve stg' (Resultative) ~ ‘be good to sbdy' (Descriptive). Now a fundamental
difference between a Resultative and a Descriptive is that a mapping analysis applies to

the former but not the the latter (cf. 42.4). This fact can be represented by saying that a

compound made up of Vi~V is specified as [+mapping], abbreviated [+mpl: Vi Vp [+mplis

p
a Resultative, Vt- Vp [-mp] is a Descriptive.

Again, there is no need for one rule producing [+mp] V-V's and a second rule producing
{-mp]; the value of the feature can be freely assigned to the output of the compounding
rule. Although this free assignment is subject to certain constraints, to be stated
momentarily, such an analysis still predicts a great deal of ambiguity. Ambiguous
examples do exist, as me 7€ (above), but the amount of actual ambiguity is probably less
than would be predicted. This is te be attributed to pragmatic considerations; for
instance the V-V in 2z 2e gir€ a 'he ate (rice) fast' will be generated both as [+mp], a
Resultative, and [-mp), a Descriptive. The fact that it seems impossible as a Resultative
(the translation would be something like ‘he ate himself fast' or ‘he ate rice and[as a
result] it became fast') is because it is difficult to imagine any real-world scenario in
which an action of rice-eating cauld result in either the rice or the eater becoming fast.

However in this analysis we have to say that the Resultative interpretation is
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nevertheless made available by the grammar'o.

Note that we have not yet looked into the principle determining what is mapped to

what; this will be discussed below. Assume for now a list of instructions based on the

types of the constituent verbs; e.q. for V.- V_ map the Patient of V with the Patient of
t p 1

Vo, for A V, map the two Agents together, and so on. For many of the possible

combinations of verb type the feature [+mapping] can determine the V-V type:

Lhart 2

Csv=Causative, Dsc=Descriptive, Seq=Sequential

2
% Vart
Yo {:mg}:g:: *does not occur
| e ffﬂﬁtﬁi’ [+mpl=Seq
{ no contrest with [-mp])
" tmg}:g:: [+mpl=Csv or Seq

{no contrast with [-mp])

Note that some combinations allow [+mp] only , cutting down on possible ambiguities;
as before, this can be taken care of by a condition stating that *V_ ;- V, ,, [-mp] is

ill-formed. Also, wherever [-mp] is allowed it simply entails the Descriptive type, while
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[+mp] varies between Resultative and Sequential. In addition, further discussion is
required for the [*mp]} ¥-V's in the bottom row. Finally, this chart simply presents the
interaction of verb types, mapping, and V-V types as an aggregation of
possibly~-accidental facts. Ultimately, one would wish for @ more principled explanation
of why just these interactions and no others are found, although | will have little to say
in that vein in the present work.

At this point, a shift of theoretical and terminological gear will be made.

(2) Mapping as control. As proposed in 5.1.3.1 above, | am using ‘pivot’ to designate
the participant associated with overiapping roles in derived argument structure {e.g. the
Obj-x of #4ef sd ‘wipe dry’, which has the Patient role assigned to both verbs), A glance
over the derived argument structures proposed in the previous chapter shows that while

the pivot participant can be mapped to various arguments in the argument structure of
Vy, inall cases it is mapped to the Subject of V2, taking ‘Subject’ to mean ‘the argument
that would appear as Subject in a sentence with the verb in question as simple main verb

Suppasing a compound V1 [Agt Pat] + Vo [Agt Pat], there are no examples where the Agent

of V] and the Patient of V2 are mapped to the same role in derived argurent structure

(the meaning would be something like £ATm /17t Leslie with the result that Civis smacked
Kim) , or where the Patients overlap but the Agents do not {(meaning like £k%m A/t, and Pat

poked, Giis).
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This fact, that the mapped argument of v2 must be its Subject (in the sense

described), constitutes a strong resemblance between what | have been calling mapping
to the pivot and the concept generally known as ‘control' (see above, 5.1.3.2). In
particular, control is by definition concerned with the Subject argument of complement
verbs: the task of a theory of control is to predict which constituent of a matrix
sentence is caindexed with (=controls) the empty subject PRO of the complement clause
(in GB theory) or is otherwise identified with/as the complement subject {in LFG, also
Culicover and Wilkins 1986); but what is ‘controlled' is always the subject of the
complement clause, never any other constituent or relation. This resemblance is unlikely
to be accidental; cansider, for example, that the English translations of Kayah V-V's are
often control structures.

I will therefore replace the term ‘mapping’ with ‘control’, and the feature [+mapping)
with [+control], abbreviated [+cn). This is admittedly an extended use of the term. Control
has hitherto been considered a relation holding in syntactic structure, while | am
proposing to use the same term to refer to a relationship holding between argument
specifications in different argument structures; i.e. in lexical structure. Perhaps this
may be taken as a generalization of a notion originally conceived to apply only in syntax,
somewhat in the same vein as the generalization described in 5.3.2.3, in which argument
linking is allowed to apply within morphological as well as syntactic structure.

| will also replace the multilevel derived argument structure diagrams with
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single-line displays in which the mapping relationships are shown by coindexing. For

example the argument structure of &4 s 'wipe dry’, formerly

thutsti [Agt Pat]

/N

thui [Agt Patl st [Pat]

will be rendered as
thul [Agt Pat] sU [Pat;]

I will also show the syntactic realization of the argument structure by means of
dotted vertical lines connecting arguments with grammatical-relation specifications, e.g
Sbj Obj

i i

thui [Agt Pat;] st [Pat]

This notation is basically that of Carrier-Duncan (1985, see below), the major
difference being that her argument structures may include abstract predicates such as
CAUSE . There are also some differences in terminology. Carrier-Duncan uses ‘binding’
for the coindexing relation that | am calling control, and ‘linking’ for the process of
pairing semantic roles with grammatical-relation specifications.

(3) Derived argument structure and syntactic valence. Since the concept of control
refers by definition to the grammatical relation Subject, adopting the term implies also a

shift in emphasis from semantic role structure to grammatical relations. In fact it will
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not be necessary to radically alter the semantic-role-based theory of argument structure
set out the Chapter 3, but it will be useful to be more explicit about the link between
semantic roles and grammgtical relations. in this section! will outline a way of
accounting for both the argument structure and the syntactic valence of V-V's. | will
follow the approach put forth most recently in Carrier~Duncan 1985, but in essence
dating baék at least to Fillmore 1968. The basic idea is that both semantic roles and
grammatical relations are arranged on hierarchies, and that the realization of semantic
roles in a given verb's argument structure is usually determined by pairing the argument
fhat is highest on the semantic-role hierarchy with the grammatical relation that is
highest on the grammatical relation hierarchy (usually Subject), and then proceeding

downwards on both hierarchies (for a related concept see Foley & Van Valin's

i

‘Actor/Undergoer hierarchy’).

For Kayah, the two hierarchies would be approximtely the following:

Sem. roles Gmicl relations
Agent Subject

Patient Obj-2

Recipient Obj-1

Locative (Goal/Source) Oblique (PP)

‘Obj-x' now becomes a neutral designation for a single unmarked postverbal NP.
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Exceptions to the hierarchical realization are dealt with by specifying the realization in
the verb's lexical entry ('pre-linking’ in Carrier-Duncan's terms), but in general the
hierarchies serve to free the argument structure from the need to determine syntactic
realization.

To illustrate, we may take the verb 2 ‘eat’, which specifies Agentvand Patient (with
no particular ordering relation between the two). The two roles are first ranked on the
semantic role hierarchy, then hooked up with the correspondingly-ranked grammatical
relations: Agent to Subject, Patient to Object. This may seem trivial, but it proves
useful in dealing with compound argument structures: for instance, one is then able to
refer to ‘highest argument on the semantic-role hierarchy' rather than Subject or Agent.
The main point is that the vérb‘s lexical entry needs to list only the specified semantic
roles, not their grammatical realizations--at least in the unmarked case: particular
vertis may specify the grammatical realizations for certain argumgnts. It might seem
that given this apparatus the lexical entry will not need to include a direct specification
of syntactic valence: e.g.any two semantic roles, with no idiosyncratic grammatical
specifications, automatically come out as Subject and Object. Howevér, there is one

aspect of Kayah syntax for which it is advantageous to assign syntactic-valence features
to V-V's independent of their argument structures (see the discussion of derived Vd's

with Bound Directionals in 6.4 below) so we may as well allow reference ta such

features‘ ! in other cases as well. Therefore the full lexical entry for 2 would be:




e ‘eat’ [Agent Patient]
[Sbj Obj-2]

Let us now look at how the apparatus sketched so far might deal with the V-V cwd
Zichi 'go and split (e.g. firewood). | wiil assume for the moment that cwsd'go’ specifies
Agent only, although in reality it probably also specifies Locative (cf. the discussion in
3.5 on the difficulty of distinguishing specified from unspecified Locative with

Sequentials).

1. cwd is Va and #chi is Vt’ a well-formed combination.

2. V-V must be [+cn] according to Chart 2; the derived argument structure will then
be:

cwa [Agent; } #ichi [Agent; Patient]
Since control by definition coindexes the highest-ranking argument of Vo, and since

Vi has only one argument, the choice of coindexed arguments is automatic.

3. Coindexed arguments are realized as a single grammatical relation (this is
equivalent to the converging mapping lines in previous derived argument structure
diagrams). In hierarchical ranking the coindexed pair of Agents must outrank the Patient,

so the grammatical realization may be added to the argument structure as follows:




Subject Object
i i
cwa [Agent;] ?ichi [Agent, Patient]

Here the tag 'Subject’ is attached ta the Agent argument of the first verb rather than
the second. This might appear arbitrary, but cansider what happens when the coindexed
arguments are of different types, as in the Directive v& 23 2ichi Phan khru 'l told Pha'a
to split firewaod'. The argument structure is:

Subject Obj-1 Obj-2

n3 [Agent Recipient,] #ichi [Agent, Patient]
Here the coindexed pair (realized as the Qbj-1 A4aa in the example) must count as a
Recipient, not an Agent, since it is outranked by both the (other, uncoindexed) Agent and

the Patient. This is best explained in terms of headedness: VI would be defined as the

head of the compound verb, so its arguments take precedence in determining the type of a

coindexed pair.
4. Chart 2 also states that a combination va-vt must be a Sequential, which is to say

that the relation between the twa events denoted by the verbs is of the type ‘and-then,
in-order-to, and-alternately..' (etc., see 4.2.2). This information may be represented in a
rule of interpretation, in a decompositional semantics using an abstract predicate, or
possibly in some other way; | will consider ‘Sequential’, ‘Causative’ and 'Modifying' to be

abbreviations for whichever of these tactics is ultimately selected. The paint being
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combination V-V, and the feature {+cn] (although in this instance the two are redundant:

there is no V-V, [~cn)).

We thus have (the beginnings of) an account of derived argument structure (2},
syntactic valence (3), and inter-verbal semantics (4). The principles of input constraints
and mapping (now control) are stipulated in Chart 2. Note that | have in effect reversed
the order in which these were presented in Chapter 4, where the inter-verbal semantic
types (Resultative, Sequential etc.) were taken as starting points to which were added
the data on derived argument structure, input constraints etc. We are now starting with
input constraints and mapping, and from them deducing derived argument structure and

inter~verbal semantics.

We now turn to the mare complex case in which V1=Vt. Apart from the possibility of

[-cn), available only when V2=V at least five possibilities exist:

p
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(17) Phaathd su dips
P. wipedry pot
Pha'a wiped the pot dry.
(18) Phaa *ichi siphra khru
P. split tired firewood
Pha'a chopped firewood til) he was tired; Pha'a got tired chopping firewood.
(19) vE plicwi pl
1s whip pull ox
J whipped the ox to make it pull.
(20) vE nd cwi Phaa slpla
ts commandpull P, rope
| told Pha'a ta pull the rope.
(21) vE chija plwa thé
15 untie release pig

I untied [it] and reieased the pig.

(17-19) are Resultatives, (20) is a Directive and (21) is a Sequential. In the terms of
Chart 2, (17-18) are vt-vp [+cn], and (19-21) are Vi~V [+cn]. Some additional means is

definitely needed to-distinguish (19) (20) and (21) from each other, and possibly also (17)

from (18) as well. To begin with (20) and (21), there is a difference in control: the
argument of V, associated with the Agent of V., is the Recipient/Causee in (20), but the

Agent in(21). This would be represented in derived argument structure as follows:

Arg. Struc for (20)  n3 [Agent Recipient,) cwi [Agent; Patient]




Arg. Struc for 2D chijé [Agent, Patient] plwa [Agent, Patient]

Evidently [+cn] is not enough; what is needed is a further specification of {+cn] as
control by Subject [Scn] ar control by Object [Ocn). More accurately, since the

hierarchical pairing of arguments with grammatical relations need not yet have applied,

we may refer to the semantic-role hierarchy and render ‘Subject control' as ‘contra) by

highest-ranking argument of V', and‘Object’ control as ‘control by second-ranking

argument of V,". This way of defining control is needed in any case for Sequentials:

although many Sequentials do indeed map Agent to Agent, some do not, as in the following
(also appears as example 44, 4.2.2).

(22) thwi metha 2e A 1i phd na
dog see eat NS book skin Na
The dog saw the hide book and ate it. (103.4)

méE tha ‘see’ does not specify an Agent. There is not complete agreement an how to
classify the perceiver argument of perception verbs; 1abels that have been used include
Experiencer (Fillmore 1971) and Locative (Foley & Van Valin 1984), Whatever label is
chasen far the perceiver argument, it is clearly higher on the hierarchy than the argument
dehoting the thing perceived, at least in Kayzh, English, and many other languages in
which the perceiver is Subject and the perceived is Object. Therefore the mapping in the
derived argument structure of Sequentials is best described with reference nat to

semantic rales, but to relative position on the hierarchy: e.g. ‘coindex the
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highest-ranking role of each argument structure’,

These two control types will also serve to distinguish (17) and (18): since in (18)
Vo expresses a result applying to the Agent of V,, (18) is [Scn] while (17) (and (19)) are

[Ocnl. The bottom row of Chart 2 may now be revised:

Vt'vp [Ocn] = Res (ex.17) Vt"Vt {Ocn) = Res (ex.19) or Drv (ex.20)
[Scn] = Res (ex.18) [Scn) = Seq (ex.21)
[-cnl=Dsc

Finally, there is the difference between the Resultative (19) and the Directive (20).

This is not a matter of control type, since in both it is the Object (in the sense just
described) of V, that is associated with the Subject of V. pd'ox' in (19) and Ahda in

(20). The difference can be described as one of syntactic valence: the V-V of (19) takes
only Subject and Obj-x, while that of (20) takes Subject, Obj-1 and Obj-2 (cf. also the
description in 42.3, where the difference is described in terms of differing semantic

roles).
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Consider the two derived argument structures, with syntactic realizations included:

Arg. Struc. for (19)

Sbj Obj-x
i i
pli [Agent Patient;] cwi [Agent, Patient]

Arg. Struc. for (20)
Sbj  Obj-1 Obj-2
i i i
b) n3 [Agent Recipient;] cwi [Agent; Patient]

The structure for (20) ranks the arguments as Agent > Patient » Recipienti-Agenti.

This illustrates the principles stated above: a) that a coindexed set of arguments counts

as a single argument in syntactic realization; b) that coindexed arguments of nonidentical

type count as an instance of the type of the argument of V, for purposes of rankingm.

Why is the Patient argument of Vo, in a) not realized? First, to allow syntactic

realization of two Patients would violate the principle of at most one instance per
semantic role type per clause (3.2.1). Secondly, we can also say that the V-V o/ cw/ has
the syntactic valence [Sbj Obj-x] and so has no syntactic position available for a third

argument. Directive V-V's like 27 cw/, in contrast, have the valence [Sbj Obj-1 Obj-2]
and so allow both the Recipient,-Agent; and the patient of Vo, to be realized.
It is probably best to say that the syntactic valence of a V-V is inherited from that of

the head member; in this case, the Directive verb 77 is plausibly subcategorized as Vd
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(i.e. [Sbj Obj-1 0bj~2D'3. Several of the directive verbs are in fact identical with or
related to Vy's: a4 "let', hamaphanous with 'give’, and #iswd 'teach’.

The proposal thus far may be summarized in the following revision of Chart 2:

q"p va/ t

[+cn)=Csy *q
oes not occur
vp [-cn)=Dsc

v [+cn)=Csv

8| [l [+cn]=Seq

_ [-cnl=Dsc { no contrast with [-cn])

v [+cn] {[Scn]=l29v [+cn] {[Scn]=Seq

t [0cnj=Csv [Dcn] =Csv
[-cn)=Dsc (no contrast with [-¢cn))

The only differences between Resultatives and Directives, in this view, are due to the

lexical features of the Directive verbs, particularly in the subcategorization of Directive

r”

verbs as V, which allows the Causee argument to appear as Obj-1.

Note that '[Scn] Csv' stands for the relatively rare type of Resultative represented by
the following (repeated from 4.2.1.1):

(23) vE “ichi siphra khru
Is split tired firewood

{ got tired splitting firewoad.
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(24) vé mt mo ne to
15 look happy you NEG
| feel sorry for you; | pity you;
(literally,) | am unhappy seeing youlr condition]. {2/27)
(25) 2a 20 mw thA?iphré
3 drink drunk whiskey

He got drunk on whiskey. (common expression)

It is worth noting that there is something iike complementary distribution of [Scn]
and [Ocn). With vt-vp [Ocn] is the norm and [Scn] is rare; with Vi-Vy/¢ [Senl is common,

while [Ocn] is either associated with a special class of verbs, the Directives, or is of the

rare type represented by o// cu/ ‘'whip stg so it pulls (stg).

2.3.3.2 Remarks on Headedness and Argument Linking.
{1) Headedness and Percolation. Headedness does not seem te play a very significant
role in the V-V's, which is also to say that it is difficult to identify the head constituent

with great certainty.

The Descriptives are the exception: since V, conclusively determines the argument
structure and syntactic valence of the V-V, and since the argument structure of Vo is not

syntactically realized at all, it is abvious that Vy is the head. This also fits with the

generalization that verbal modifiers follow their heads, while nominal modifiers precede
Causatives (Resultatives and Directives) are also best analyzed as head-initial. The

evidence for this is two sorts of prominence that are given to the first verb. First is the




| fact that while the predicate expressed by V] is asserted, that expressed by Vo is only

implied (4.2.1). Secondly, there is the ranking of a coindexed pan"'of arguments according
to the argument type of the argument of V, rather than that of Vo

In Sequentials it would be passible to claim that the second verb is the head, which

wauld explain the fact that, if the two verbs have conceptually different Patients, the
Patient of V, cannot be realized but that of V2 can (4.2.2); i.e. a Sequential cannat have an

Object that is not an argument of the second verb.

A head determines the t;eatures of its compound by the percolation canventions quoted
abave (5.3.2.1). Since argument specifications are features, it seems that they would
percolate. They certainly do in the case of the Descriptives, although trivially, the
number and type of arguments being completely determined by the head, as was just
stated. Consider next the Directive. The head verb is specified for Agent and
Recipient(Causee). The second verb must include an Agent specification. If it includes
nothing further, the Agent is mapped to the head's Causee; the compound then takes Agent
and Causee, and thus has an argument structure identical with that of the head. If the
second verb also takes a Patient, that argument must be added to the derived argument

structure:
V, [Agt Rec;] V,[Agt; Pat]

This is reminiscent of the second percolation canvention, which states that features
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unspecified by the head may be contributed by nonheads: if the nonhead specifies a role
different from those specified by the head, that specification percolates and is added to
the derived argument structure. As was mentioned in 5.3.2.1 above, it is sometimes
assumed that semantic role specifications are not the type of feature that can be ‘filled
in’ by the nonhead in this manner, but the facts just cited argue otherwise. The same
point is made by Marantz:

Semantic role assigning properties, 1ike argument structures but unlike

grammatical features such as [+_ log subj, shauld not be seen as something for

which a lexical item is either specified or not, such that if the item is specified

for the features, it cannot inherit them...a constituent with semantic role

assigning properties may inherit other semantic role assigning properties as lang

as this inheritance does not violate independent constraints, either 1anguage

specific or universal.

‘Marantz 1984, 242

This will also apply to the VPtc's that add arguments, such as p¢
‘Benefactive/Malefactive’. However, feature percolation, like headedness (of which it is
a consequence) is not of great salience in the analysis of the V-V's, As anexample, the
Sequential &mi metha 7e A le phd na 'the dog saw and ate the hide book', cited above,
cannot be fully accounted for by percolation of semantic roles only. If the analysis is
limited to role percolation, the V-V métin 7e ‘see and eat’ would end up with the

140t métm as wel as the Agent and Patient of 22, and the example sentence

Experiencer
would be expected to include three participants, not two. The reason this does not

happen, of course, is that the Experiencer and Agent, as the highest-ranking arguments of

their respective verbs, are coindexed by control and so count as a single argument for
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syntactic realization. The derived argument structure would be as follows, using ‘Exp’
(Experiencer) for the higher-ranked argument of m£tAn:

Sbj Obj-x

H
H H
i H

metha [ Exp; Pat] e [ Agt; Pat )

see’ ‘eat’
In fact this type of representation of derived argument structure implies that a//

semantic rale specifications percolate, of head and nonhead alike, in that all are
represented: in the preceding example if V' were Va /t the derived argument structure
would include two Agents:

Vi [Agt; (Pat)]  V,[Agt, Pat]

The failure to differentiate head from nonhead must mean either that this is not
true percolation in the sense defined by Lieber and Selkirk, or that (some) V-V's are not
headed (e.g. their constituents might be coordinate).

| am inclined to say that V-V's are headed, that all semantic role specifications of all
constituents are simply brought into the argument structure, and that what percolates
with sensitivity to the head/nonhead distinction is not semantic rale specifications but
syntactic valence features. Syntactic valence featuresvdo seem to percolate in the
‘additive’ fashion described in the quote from Marantz. Consider again evidence from the
Sequentials: a Sequential’s valence number is that of the highest member: if the head has

the highest valence, no more need be said. If the non-head has the highest valence, it
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will add to the compound's features those of its syntactic specifications that do not have

equivalents in the head's features. It does not matter for these purposes which
constituent is analyzed as head: both Vj~Vpand Vi~V come out as Vi's. Therefore it must

be that if the head specifies Subject only and the nonhead specifies Sutject anﬁ Object,
the nonhead's Object specification is added to the V-V's feature matrix.

The view of the iexical structure of the V-V's can now be summarized. V-V's are like
simple verbs in specifying at least one and at most three grammatical relations, and in
requiring that each grammatical relation realize a different semantic role. They differ in
that the argument structure of V-V's may contain multiple instances of a single semantic
roie type (e.g. multiple Patients in Resultatives, multiple Agents in Sequentials), and may

contain semantic roles that are not syntactically realized (e.g. the lower-ranking
argument of Vl in Sequentials where both verbs are V,_.): this is the level at which the

V-V's are complex. It is not clear whether we want to say that V-V's resemble simple
verbs in assigning no more than one semantic role to each grammatical relation; e.g.
perhaps the Obj-1 of a Directive V-V is simultaneously a Recipient(Causee) and an
Agent's.

It is prabably better to take the conservative view, that one grammatical relgtion can
have at most one semantic role. In this view the Obj-1 of aDirective V-V is simply a

Recipient/Causee, although the semantics has available the information that in the
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argument structure the Recipient is coindexed with an Agent. That is, the syntax is
simple, and complexity is confined to lexical structure.

(2) Argument linking. The Kayah V-V's provide the empirical evidence in favor of the
extension of the theory of argument linking suggested in 5.2.3 abt;ve. The two types of
argument linking described by Lieber for English compounds are external linking of the
head's arguments, and internal linking of head's and nonhead's arguments. Neither can
apply to the nonhead constituent of Causative and Sequential V-V's. For example, in the
Resultative 77 s¢'wipe + be-dry - wipe stg dry’ the Patient argument of s& does not
link to &, If it links to anything it is to the NP Object, outside the compound; since
¢hui s NP is grammatical, we must either allow nonheads to link arguments externally,
or else abandon the principle that all argument specifications must be satisfied.

The clearest evidence is from arguments of nonheads that are realized syntactically
and are not coindexed. In this category are the lower-ranking arguments of second verbs

in Directive and Sequential V-V's; e.q.

(26) VE dA phja Phaa ?ithos - Sbj Obj-1 Obj-2
is let take P. knife i i
| 1et Pha'a take the knife. dA [Agt Rec;] phja [Agt; Pat]
(27) vE cwa phja #ithos Sbj Obj-x
1s go take knife i i
| went and took the knife. cwalAgt;] phja [Agt; Pat]

in both of these there is no doubt that the complex verb takes a grammatical relation,

Obj-x or Obj-2, which has the semantic role Patient and realizes the Patient argument of
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the nonhead constituent 16 of the complex verb.

The case of nophead arguments that are coindexed, as the Agent of &4/ in both of the
above examples, is less certain. There are at least three possibilities:

1. The Agent argument of &4/7 (i.e. the contrulee, with the coindexed head argument
being the controller) is not linked, at least in the sense of ‘linking' as syntactic
realization, This follows from the conservative view of lexical structure described in
the previous section.

2. The Agent specification of /7 is satisfied by the coindexing with an argument
of V4. This would involve a change in the definition of linking, since the link is not to a

syntactic constituent but to another argument specification,

3. The Agent of @%/7 is actually linked to the Qbject NP, with the controller
argument simply mediating the linking.

2333, Afterword

(1) Descriptives as modification. The one V-V type that might be described in terms

of internal linking by the nonhead is the Descriptive, if its meaning is seen as applying
the meaning of the second verb to the meaning of the first verb. The second verb then
would link its single argument {Theme/Patient) within the compound. E.g. 2 o€ ‘eat
quickly' could be interpreted as attributing quickness to the action of eating, hence the
Patient argument of o/ ‘fast’ would be linked to 4 ‘eat’. |n other words, the second

verb of a Descriptive V-V is madifying rather than predicating; therefore it links its
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argument compound-internally, to the lexical-category verb that is its head.
Note that arguments in the usual sense are typically referring expressions; it may be
that a verb can properly be called an argument only when, as in the Descriptive V-V's, the
(other) argument-taking morpheme is modifying it. .Arguments of predicating morphemes
may stillbe required to be referring expressions (i.e. NP's, or major categories in

general).

(2} Modals. TheModal V-V's can be analyzed as the mirror image of Descriptives: Vo
is the head, and there is no control, i.e. no argument of V 1 is realized. V1 is a modifier,

probably to be treated by whatever semantic analysis turns out to apply to Vo of

Descriptives. | have no compelling evidence for this analysis. Treating the Modal verb as
amodifier is at least consistent with the semantics of modality; for instance, English
sentences with modals often have equivalents (synonyms or hear-synonyms) with the
modal meaning expressed in an adverb:
(28a) John must ge to the doctor on Tuesdays.
(b) John obligatorily goes to the doctor on Tuesdays.
(29a) The final report may be postponed.

(b) The final report is optionally postponed.




LZ)_Cgmnjgx_\ﬂ_s Here | will suggest a way in which the present analysis might be
extended to account for complex V-V's. This last section represents research in
progress, and is presented as an indication of a line of analysis which shows promise, but
has not been fully developed at the time of writing.

<

Let us take as an example a string 727 cwd Zich/ ‘command+go+split’. In terms of the

verb types referred to in Chart 2, this is vt—va—vt. There are twa possible ways of

parsing this string, namely [y, n3 [SEq cwa ?ichi)] and [Seq [py M3 cwal 7ichi L In fact

only the former is acceptable, meaning ‘tell sbdy to go split’, while the latter is not (the
meaning would be ‘x tell y to go and x split’); this was accounted for in 4.4.1 by stating

that a Directive nas scope aver a following Sequential, while a Sequential cannot have a
Directive as V.

These facts also fall out of the present analysis. First, since the third verb #7e4/
'split' is a Vt' it cannot function as V2 of a Descriptive, and so the structure [[n5 cw3)
?ichi] must include a control relation between the argument structures of the first
constituent 27 cwd and the second constituent 247, Taking 727 cwd as a compound Vi
for the moment, two argument structures with control are possible:

Scn n3-cwa [Agt; Rec] ?ichi [Agt; Pat)

Ocn n3-cwa [Agt Rec;] #ichi [Agt; Pat]
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So far there is nothing that would rule out either of these. Let us then consider the
argument structure of 27 cwd: being V-V, it also cannot be {-cnl, and so must also

include a control relation between its component argument structures. Since 77
‘command’ belongs to a closed class of verbs with a specialized meaning, it is plausible to
attribute to it a feature requiring Ocn. Therefore there is only one passible argument

structure for 27 cws:
nd [Agt Rec;] cwaé [Agt;]
Consider now what would result if the relation between 727 cwd and #c/i/ were Scn:
nd [Agt; Rec j] cwa [Agt jl “ichi [Agt; Pat]
This would give the unacceptable ‘x tell y to go and x chops', and is probably to be
ruled out because of the nested control relations: the arquments indexed / are ‘inside’

the arguments indexed / In contrast, note the acceptable cwéd 27 #7c/i 'qo and tell sbdy

to split’, whose argument structure would be
cwa [Agt;] n3[Agt, Recj] sichi [Agt i Pat}
This can be allowed because there is no nesting of the two control relations. Note

that the account just given seems not to need to refer to differences in constituent

structure, unlike the description in terms of c-command relations that was given in 44.1.
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Finally, it seems that we must also prevent a control relation from ‘passing over' an
uncoindexed argument structure. This will prevent a Descriptive from occurring inside a

Resultative; e.q. ‘¥ plré sd'wipe dry fast’ would have the argument structure:
thui [Agt Pat;] phr[Pat] s [Pat;]

in which the control relation between the Patients of #7«7 ‘'wipe' andsg 'dry’ skips

over the Patient argument of &/ & ‘fast’.
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Morphosyntax, Part li

(other constructions, clausal and interclausal syntax)

253




254
6. The Clause.

In this chapter we will examine the structure of the clause, considering first the
question of what configurational structure to assign to the linearly-ordered elements
NP, VC, PP and SPtc (6.2), then turning to some discussion of clause constituents in
terms of grammatical relations (6.3-5).

The clause is defined as any construction including a verb and terminable by ¢a, the
negative. The clause may also be delimited by the occurrence of the obviative
third-person pronoun, which will be described in 6.3 below.

The linear order of elements in the clause can be represented as below:
(NPy) VC (NP,) (NP3) (PP,) (PP, (CIfP) (CPtc)

VC is Verb Complex, PP is Prepositional Phrase, CIfP is Classifier Phrase,
consisting of Quantifier (usually a numeral) and a Classifier. CPtc is Clause Particle,
one af a small class of marphemes generally having to do with the realis-irrealis

gradient, the most common member is the negative Zo.
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6.2 Constituents.
| assume that the CPtc is adjoined to the clause (see [1] below). It may follow VC,

NP, PP or CIfP; it is thus also possible that CPtc is aconstituent of VP or a sister ot VP
(and NP1). Semantically, however, it relates to the entire proposition, not to any smaller

portion; e.g. Za is a sentence-level negative.

v

£.2.1. The VP. The second break that can be made is between NP, which bears the

Subject relation, and what | will call the VP. This VP may have a further division into V

and V-external elements. | suggest that the clause in Kayah is best represented as below

(m
S

/N

S Ptc

/\

NP VP

A

v PP CIfP

AT

YC NP NP PP

In order to support the recognition of VP as a constituent, | will briefly describe two
constructions in Kayah that need to refer to a unit [VC + XP], i.e. some portion of a clause

excluding both Subject NP and CPtc.
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20urce expressions.
There is a construction involving a sequence [V XP] [V XP} within a single clause,

where XP is NP or PP. The general meaning is 'Vo from having V4-ed’. When V, is?2 'be

at, have', it is the most usual way to express the notion Source:

(2 {70 d& so ki)l [ta the n3] to
be-at at tree inside fall go-out at-all NEG
It didn't fall out of atree. (8.4)

The brackets enclose the two [V XP] constructions; the question of how to label these
Bréckets will be addressed below. This example illustrates the monoclausal nature of the
construction: the negative ‘o has scope over both verbs in the sequence. in fact the main
point of this particular utterance is to negate the first verb: the speaker then goes on to
say where ‘it' did come out from.

This construction cannot include a CIfP in the first of the sequential units; in the
formula given above, XP cannot be CIfP (the first unit [VC XP] alsq, of course, cannot
include a clause particle, which would turn the construction into a twa-clause sequence).
This suggests that NP and PP, the categories that can occur in the first unit, may form a
constituent with the VC. If we label that constituent V, the ‘source’ construction can be

described as a sequence of V's, and could be accounted for by some such phrase structure




rule as
(3) VP -~ (V) ¥ PP CIfP
or possibly
(4) VP - ¥V PP CIfP
V- v,

It is not clear whether the 'Source' V should be adjoined at the VP or V level.

The label V is consistent with common practice, in which V is an intermediate-level
category containing the verb and its subcategorized arguments: the PP that may occur in
the first [V XP) unit is always the specified, ‘inner' Locative, as in (2). The
inadmissability of CIfP in the same position is then explained by the fact that CIfP never
embodies a specified argument.

The 18 ruct

The abstract Noun /¢ 'place for V-ing, thing for X' must be followed by a modifying
expression containing a Verb; e.q. /& m4 ‘bedroom’ (/A4 'sleep’), /& 2/ ‘toilet’ ( 7/
‘defecate’). This postposed modifier may include an NP Object, as in

Khruw 1€ b3 thé machine + IE: + weave + cloth -~ loom

However, it cannot include a Subject:

)& phre khi #1160 thA 1é + person + male + bathe + water -

men's bathing place

(/8 7ifo thd 'bathing place’ is fine). /¢ may thus be subcategorized for a following VP
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or V; unfortunately ! lack data that could show whether the modifying expression could
contain a CIfP (as explained above, V should not be able to contain a CIfP). Still the
postposed modifier of /¢ is a second construction that must refer to some unit [VC + XP].

It should be noted that the evidence Tor the hierarchical structure given in (1) above
is by no means z;s strong as it is in English and other SVQ languages that have a major
break between Subject NP and the remainder of the clause. The evidence of the source
expressions and the /é-construction does give support to the recognition of a constituent
made up of the verb (VC) and its subcategorized non-Subject arguments, which | have

labelled V, but there remains the possibility that it is surrounded by a more ‘flat’

structure, as
[S NP [\—, VC NP NP PP] PP CIfP ]

in which case V could equally well be called VP. The existence of a distinct VP,
something that includes both the V and the non-subcategorized PP and C1fP, must be
considered a provisional assumption at this stage.

The matter of the further constituent analysis of the VP hinges on the grammatical
relations holding between the Verb (or, perhaps, the VC) and the constituents following
it. Accordingly we now turn to an examination of the grammatical relations in the Kayah
clause.

As an anchor for discussion | repeat the summary of grammatical relations given

above (3.5):




Subject
Object-1
Object-2

Oblique-1

Oblique-2

Extent

order

1st before V

Ist after V

2nd after vV

3rd after V

qth after V

Sth after V

configuration
sister of VP

sister of VC

sister of VC_or
of VP

sister of VP

category
NP
NP

NP

PP

Cifp

622 Selected and non-selected grammatical relatigns. Most theories distinguish

selected from non-selected grammatical relations. This distinction closely parallels

that between selected and non-selected semantic roles (3.2.2 above); in fact it may be

taken as simply its reflection at the éyntactic level, depending on one’s theory.

Chomsky's ‘Projection Principle’ is one version of such a theoretical stance.

Selected grammatical relations subcategorize verbs; each verb's lexical entry marks

which of these grammatical relations it occurs with. Non-selected grammatical

relations occur freely with all or most verbs. Subject and Object are always selected;

time, place, and other ‘adverbial’ expressions are not selected. Some grammatical

relations are selected in some instances and non-selected in others, again paralleling the

semantic roies | have referred to as 'variable' (3.2), such as Locative.
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Selected grammatical relations are often said to appear obligatorily. The following
would then be ungrammatical because of non-appearance of selcted grammatical
relations:

(5) *Sam put the book,

(6) *They discussed for an hour.

(5) lacks a selected locational expression (e.g. on 4 fable, away), and (6) lacks an
Object ( & problem, Kim's proposal, etc.).

However, | préfer not £o emphasize obligatory appearance of selected grammatical
relations, for the reasons given in 3.2.2 above in connection with abligatoriness of
semantic roles (i.e. that in Kayah a role may be both semantically obligatory and
linguistically represented by zero).

A feature that is useful in examining the selected/nonselected status of Kayah
grammatical relations is the fact that selected relations can realize a wide range of

semantic roles, the role realized in a given instance having a direct dependence on the

selecting verb. Non-selected grammatical relations, in contrast, have no such dependence

or only a very indirect sort. The influence exerted by the verb on the semantic role

realized by selected grammatical relations is most clearly seen in Subject and Object, as

the following familiar types of example show:
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(7) Al broke the glass. Sbj = Agt, Obj = Pat
(8) The glass broke. Sbj = Pat
(9) Al likes cookies. Sbj = (?)Experiencer, Gbj = (?) Cause

(10) The car seats five. Sbj =Loc, Obj = ? (if F/ve is anObj)

The varying semantic roles realized by Subject and Object in such sentences are most
easily stated as lexical specifications of the verbs. Non-selected grammatical relations,
in contrast, are unvarying jn their semantic roles; e.q. w/en-clauses are always time
expressions. When they do vary, the dif ferent semantic values do not depend on the main
verb of the sentence. For instance, English 7/or-PP's may realize Benefactive ( /or ohm),
temporal extent ( for three days), and other notions ( for examp/e ), but any of the three
may occur indiffer;ently with the same verb; e.q. write a note for John; write Jetters for
three aays; write aplay, ror example

A range of examples similar to the above can be given for Kayah:

(1) Phaa j5 ké 2imd

(name) bend broken-off stick

Pha'a broke the stick/bent the stick so it broke,
(12) 2imai [Eké

stick  broken-off

The stick broke/is broken.
(13) Phan siplatd khimu

{name) like  cake, bread

P. likes cake.,
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(14) phicé ta hi
child fall house

The child fell off the house.

The first three sentences are exactly similar to the English sentences (7-10) in their
grammatical-relation/semantic role pairing. The last sentence above has Subject as
Patient and Gbject as Locative (Source). The variability of the semantic roles realized
thus indicates that, as in English, Subject and Object are selected grammatical relations
in Kayah,

In fact the 'Object' relation exemplified above is only one of two post-verbal NP
positions in Kayah, as indicated by the terms Obj~1 and Obj-2 given above; the single
postverbal NP in (11-14) is more like Obj-2 (see 6.4 for more discussion). Obj-1 realizes
roles like causee, recipient, and beneficiary (which may be all grouped under Recipient;
see 3.3); also standard of comparison and comitative. Again, the choice between these is
controlled by the verb: causee with Directive V-V's, recipient with ‘root’ ditransitive
verbs (see 6.4) like &4 ‘give' and #iché ‘sell’, and beneficiary with Verb Particies o€ ‘for
and cwa 'help', and so on.

Subject, Obj-1 and Obj-2 are thus selected relations; the remaining grammatica)
relations of Kayah are the CIfP-Extent expression and the two types of PP.

CIfP. The Kayah Classifier Phrase, or Extent expression, is clearly non-selected,
always occurring freely. With respect to semantic range, although it is possible to

distinguish semantic values like temporal extent, frequency, and number of




participicants, these are determined by the type of classifier heading the CIfP: the
co-occurring verb has no bearing on the choice. All three can occur with the same verb:

(15a) »acwa dshohé sonA  They went to school for three days.

(15b) »acwa ds hohé sophd  They went to school three times.

(15c) 2acwadshohé sisd  Three of them went to school

PP. PP's introduced by the preposition 2¢ must be distinguished from all others: this
construction poses a number of problems of analysis, which deserve a section of their
own {6.5 below). PP's with »¢ always precede other PP's; in what follows, what | say
about ‘PP's’ does not apply to those with 2¢ unless the latter are specifically mentioned.
The constituent PP, which can be given the grammatical-relation tabel Obl, is the normal
realization of the Locative role. As in many other languages, this can be either selected
(‘inner' Locative) or non-selected (‘outer’' Locative); see discussion in 3.3.

Obl can also express other 'adjunct’ notions than locative, depending on the
preposition employed; in such cases it is non-selected. E.g. 4 like, as, as if":

(16) 2aldA 1ated |li phdi hi [phé »iro]] hé na
3 give instead book skin like father sing say Na

He gave them ahide book instead, as Father sang, it's said (100.4)
Other non-locative prepositions include ¢/ 'when {future) and #/ ‘as much as, as big
as’ (see 7.2 for a complete list of prepositions).
The selectional status of the Kayah grammatical relations as discussed 30 far can be

summarized:
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selected: Subject, Object(s), Obl

non-selected: Obl, Extent

uncertain: 7£-PP

Ob1 appears under two headings since it may be either selected or non-selected, as
described above.

Assuming selection to be equivalent to subcategorization, it can be seen that the
facts outlined above support the constituent analysis we have proposed for the Kayah
clause. Subcategorization is usually assumed to be able to refer only to the sister nodes
of the category in question; thus the constituents bearing the grammatical relations on
the ‘selected' list above must be sisters ta the VC. Note that this requires VC to be
capable of bearing subcategorization features; as we have seen, one way of allowing this
is to analyze VC as V, possibly a (quite complex) compound. The proposed analysis of the
VP is repeated below:

(17)
VP

/N

¥ PP CIfP

TR

VC NP NP PP

As has already been discussed, the first V in the ‘source’, or serial V construction
may contain a PP, but that PP is probably restricted (mare evidence is needed) to a

selected PP, like the inner-locative PP appearing with 22 'be at' in (6.2-2). How the né-
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PP fits into this structure will be discussed below.

63 Subject (and Topic).
Non-embedded clauses in Kayah may include two NP's preceding the verb:

1 2
(18) bd naisati | khé kAl hG pwa nai to me o> |,
rice-plant NA weed overgrow COM like every year NEG CNC
It is true that the weeds didn't overgrow the rice the way they do
every year. (176.5)
_ 1 2
(19) he khré i?a|?e | W i naA
earthbug 3 eat 30BV Na
Earth bugs ate it. (84.4)
! 2
(20) »A  tana i vE Wi VvE bwi VvEWtarA|td pahE né
thisone-year 1s merit Is fartune 1s Juck fall ahead front

This year my luck, my fortune keeps on getting worse, (178-9)

Tﬁese three examples are typical. (18) has a'fronted Object' followed by a SUbject,
(19) has a 'fronted Subject' foilowed by a ‘'resumptive pronoun', and (20) has a time
expression followed by a Subject. At first glance these are all reminiscent of phenemena
that have been discussed under the rubric of ‘Topic’; | will now proceed to show that this
impression is correct, and to clarify how | am applying the often vaguely-defined term

‘Tapic' to Kayah,




6.3.1, Subject vs. Topic: General. Li and Thompson's well-known paper (1976) offers

this summation:

In conclusion, the topic is a discourse notion, whereas the subject is to a greater
extent a sentence-internal notion.

This should be expanded on slightly: while topic is basically a notion relevant to the
level of discourse, it has important consequences at the level of syntax; although subject
is basically a syntactic-level notian, there are discourse-level conditions that bear on it
It is this criss-crossing of characteristics that makes both subject and topic such
troublesome things to define and distinguish.

A distinction must be made between topic as a constituent and topic as the
orientation-point of a process, namely the process of discourse-building. To illustrate,
consider the following:

(21) That squirrel, | think maybe we should stop feeding him. Yesterday | saw him
trying to apen the kitchen window.

The first sentence contains a Topic constituent, £43f squirre/. The following
discourse then takes that NP (or perhaps more properly, its referent) as the
orientation-point of the process of information-giving; or in more familiar terms, the
following sentence is ‘about’ the sguirrel. The second sentence contains ne Topic
constituent; Topic is not an obligatory sentence constituent in English. it does, however,

contain a Subject, which /s obligatory in English. It also, in a sense, *has’ a topic, in that
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there is something that it is about, namely the squirrel. It furthermore contains an item
that shows the syntactic/semantic role played in it by that topic, namely the pronoun //m.
. But that pronoun is not a Topic consituent; rather it refers back to the Topic
constituent 42zt squirred The same function is performed by /47 in the first sentence.

In the present discussion of Topic and Subject, we will confine ourselves to
distinguishing the two as constituents. Let us begin by surveying the sort of properties
typically associated with Subject. These are selected from the many described by Keenan
(1976), but are organized somewhat differently.

Morphosyntactic marking. 1) associated with a particular case (nominative). 2)
tends to be leftmost NP.

Syntactic coptrol. 1) tends to be controller of verb agreement. 2) controller
(binder) of certain reflexive morphemes.

Semantic role. ‘normally expressies] agent of the action, if there is one', unless the
sentence includes some non-basic construction (e.g. passive).

Discourse status, tends to be ‘old infarmation’, ‘definite’, identifiable,

Asﬂthis list shows, Subject is a multi-level phenomenon, and so is 'primarily
syntactic’, as in the formulation above, only by contrast to Topic.

Tapic contrasts with Subject in Yacking all morpholegical, syntactic and semantic
properties listed. It does not control verb agreement or the Subject-controlled type of

reflexive morpheme, and has no necessary semantic role in the sentence. At the




discourse level, Subject and Topic overlap almost entirely, the main difference being that
the requirement of definiteness is more stringent for Topic than for Subject. The
discrepancy varies cross-linguistically, English being more tolerant than many languages
of ‘new’, 'indefinite’ Subjects. It is no accident that the examples chosen by Li and
Thompson to demonstrate the optionality of definiteness/givenness for Subject are both
from English: A coupie of pegpie have arrived and A piece of pie is on the table (L&T.
examples 3 and 4). Note that even in English these would be more likely tobe 7heresa
prece of pie on the tabie and Here come some pegple. with non-referential Subjects.

The fact that the bulk of the contrast between Subject and Topic lies at the levels of
morphosyntax and semantics can be seen as following from one simple difference:
Subject is a constituent of the clause, while Topic (as a conséituent as discussed) is
extra-clausal. Since agreement, reflexivization, semantic role patterns, and the like are
all intra~clausal phenomena, it follows by definition that Topic should have no direct
connection to them.

In generative theory Topic is often said to be a constituent of some category of a
level above the clause (S) such as 8' or S, This is of course one way of reflecting the
extra-clausal status of the Topic; there may be others. | do not adopt that particular
formalism, partly because it often goes along with a concept of Topic constructions as
derived by a movement transforrﬁation. | prefer to leave open the possibility that

Topic-Comment structures are basic,
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632 Subject in Kayah. Inseeking to define Subject as a grammatical relation in

Kayah, we immediately find that most of the non-discourse~level properties of Subject
are inapplicable. There is no case marking or verb agreement. The Kayah morphemes with
reflexive-like meanings are not pronouns, but include ane full noun { & literally 'body')
and a #4-class particle { 2« ‘on one's own, of one’s own accard’). The syntax and
semantics of both of these morphemes need further investigation; at present no firm data
are available on their interaction with the Subject. The semantic-role dependency of
Subject on the verb is also of limited use as a diagnostic, since while Topics need not
have a definable semantic role in the following sentence, they very often do. Examples
are (18) above, in which the Topic relates to the Patient of the following clause, and
(19), in which it relates to the Agent.

It might thus seem that there is no useful distinction to be drawn in Kayah between
Subject and Topic. Possibly one could speak of first Subject and second Subject, along
the lines of Chao's approach to Chinese. For instance, in {18) above the first Subject 40
‘rice plants’ has predicated of it soEF&AE ka AU pwa na to 'weeds didn't overgrow [it] the
way they do every year’, that predicate itself consisting of 5247 ‘weeds' as Subject with
the remainder as Predicate.

There is, however, one minor but noteworthy syntactic phenomenon that allows a

distinction in Kayah between Subject and Topic. This is an alternation between two of
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the third person pronouns. Briefly, the third person pronouns are

’a he/she/it/they; more specific, foregrounded
[¥] id,; also foregrounded; the other one
£ they, people, other people, someone; less specific,

backgrounded; (also used in humilific self-reference)

The pronouns 2z and /7 can alternate within a clause as a way of keeping track of
two third-person protagonists. /g, which | will refer to as the obviativg. form
(abbreviated OBV) can only be used if 22 or some other non-coreferential third-person NP
appears before it in the clause. Compare the following two examples:

(22) ?a chil ?a thwi

3 stab 3 dog

He stabbed his (own) dog. (4/19).
(23) 7a thu 1 thwi

3 stab 30BV dog

He, stabbed hisj dog. (4/19)

More generally, successive (faregrounded) non-coreferential third-person NP's reguire
an atternation between 27 and /7. There are examples of more than ane turn of

alternation:

(24) »a 26 ka o d& *a ké
3 call return 30BV at 3 country

They; called to them i to return [with them;] ta their, country. (233.4)
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The successive third-person NP's need not both be pronouns:

(25) tamd cha 26 U
sun shine much 30BV

The sun shone strongly on it (161.1)

The point to stress here is that this alternation operates only within the clause, thus
providing a means of determining the boundaries of the clause. With the beginning of a
new clause, the alternation must begin again. In the following example, note also that th

' third-person NP triggering the alternatibn may be realized as zero (here symbolized @).

(26) 2a | 2¢ 20 jwal Wu i bs te || @ | %0 jwa KA |

3i call wait BOBVjatwhat (3j) wait COM

O itoi bdall °2a] khrwd ?ichd ka | la ||

30BV; NEG then 3; follow curse Ka 3OBV]-

Whenever he called to them to wait they didn't wait for h%m;

then he followed cursing them (157.1)

Here the three occurrences of /7 show that there are three clauses, each of them
containing a third person Subject NP that triggers the appearence of /7 as the Object.
Note that the 2#-/7 alternation is not a'switch-reference’ marker in the usual sense of
the term. For instance, in the third clause in {26), the Subject 27 is coreferential with
the nearest preceding NP /7, but it would have also been 2z if the preceding NP had not
been coreferential. This is because it is the first NP in the clause, and so must be 22 ;

coreference or lack of it with NP's in preceding clauses is irrelevant. Switch-reference
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usually marks identity of referents across clauses; the %#-/7 alterngtion marks identity
of referents within clauses. Another point is that the third-person NP triggering the
alternation need not be a Subject, although it often is, as inall three clauses in {26). It
is also possible for a non-Subject to be the trigger:
(27) vé dA pé ko KA ?a 10 te

Is give TRAN temporarily COM 3; ZOBVj thing

| tent him, hisj. (10/8)

Thus, triggering the alternation is not a property of the Subject alone; it is a property
of all NP's within the clause. It does allow us to distinguish Subject from Topic.
The alternatian is not triggered by Tapics, as is shown by the following examples in

which a Topic is followed by a noncoreferential Subject:

(28) 2a d0 1& tapw ja *a phja 2omA thd  phe
3 thick CMP one-cIf (?) 3 take sleep caver supplanting
The thicker ane [blanket], he took to sleep under (273.2)

|-=--Topic--|  Sbj
(29) haca pokdii ?a sijw by mé
clothes Sgaw 3 want weave look

Sgaw Karen clothes, [if] he wants some [i'11] weave some and see (319.5)
In each example the Topic is not coreferential with the following third-person

Subject NP, but it does not trigger the alternant /7 far the latter. We interpret this as




evidence that the Topic is not a constituent of the clause, while the Subject is.

We thus have a syntactic property capable of distinguishing Subject from Topic.
Naturally, this property is not available as a diagnostic for testing every preverbal NP,
since it depends on certain features not found in every clause; namely the occurrence of
several non-coreferential third-person NP's of which at least one is an overt pronoun and
is not the first in the clause.

Several other characteristics of Topic in Kayah should be mentioned. One is that,
although examples like (28-29) in which Subject directly follows Topic, are not
uncommon, very frequently there is something setting off the Topic from the following
clause, such as the particle 2 (see 8.3) or the very common morpheme /73 (9.4).
Secondly, sentences beginning with only one NP could conceivably represent a) Subject
and no Topic; b) Tapic and no Subject; c) a conflation of Subject and Topic. One type of
sentence with this pattern deserves some comment, e.g.

.

(30) khrw 7ichi 15 A
firewood chop use-up NS
The firewood is all chopped. (3/3)
(31) phlcédaicwa 1B A
child let go use-up NS
The children have all been allowed to go. (2/20)
(32) A tamé b3 s PR jA A
this one-cif weave three day PTC PTC
This loom-set {i've] been weaving three days (306.2)
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In these a two-argument verb is preceded by an NP that could in other circumstances
appear as its Object. Similar examples are common in other languages of the area.
(33) Chinese zhéjian shi zdo fabidole
this—cif affair early publish-PFV
This matter has long been published (Chao, p.70)
(34) Thai kaj tua nan kin léew
chicken CLF that eat PFV

That chicken has eaten/has been eaten.

In Chao's view these preverbal NP's in Chinese are Subjects, since ‘the direction of
action inan action verb in the predicate need not go outward from subject to object’ (p.
72). The verbs could then be treated like the English verhs apen, break, argp and so on
( 7he book dropped / John drogped the book, etc.). There is one bit of evidence that the
Kayah sentences are to be analyzed as in b), as having Topic but no Subject, or perhaps
zero Subject. Consider

(35) pe phdt pepd ksnga X sijd 18 ra ?a
1p child 1pYS youngest care-for more RA 3

Our child, our youngest brother, {we] care for him the most. (97.2)

Here if the NP pe phii pe po kenea were Subject, the Object pronoun would have to be
the obviative /7 since the two are noncoreferential third person NP's. e phil pe po kaned
must then be outside Ehe clause, a Topic. One might also claim that there is a Sub ject, in
the form of a phonologically empty pronoun in the position marked X. This X would have to

be marked as first person: if X were third-person, the Object pronoun would have to be /g,
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Theories that utilize empty NP's do, in fact, allow them to be rnarked for person; their
feature matrix includes features like person, number, and gender, but no phonological
features (Chomsky 1981). However in the analysis | have presented of the Kayah
sentences, the only necessary assumption is that there is a clause boundary in the

position X; | have not defined the clause as requiring a Subject:
[pe phdl pe pd kaneshp [ [ypsija 15 rd 2a1]

The occurrence of A2 proves only that there is no noncoreferential third-person NP
preceding it in the clause. This may mean that there is a preceding empty 7on-
third-person NP, but it may also mean that there is simply no preceding NP at all.

633, 'Inverted Subjects'. Mention should be made of a class af verbs in which the
participant of which the state is predicated typically appears post-verbally, while the
Subject position, if present, is occupied by the pronoun #z2. Many of these denote bodily
sensations or emotions, e.g.

(36) késé 15 | vEné
itch use-up 15 body
I itch all over. (127.2)

(37 ?2a mo pal li siphhi to
3 happy DUR 30BV heart NEG

Their hearts weren't happy. (89.5)
Presumably these verbs specify in their lexical entries both the single argument and

its realization as Obj-x .




6.4, Objects.

A VC may be followed by zera, one or two unmarked NP's (i.e. without preposition). In
the discussion that follows, | refer to the first of two unmarked postverbal NP's as
‘Obj-1', and to the second as 'Obj-2'; in the case of a single unmarked postverbal NP, | use
'Obj-x'. Thisreflects the question that we will be examining: which of the two Objects

should be identified with the single Object? We will first ook at the semantics of Obj-x
Let us use ‘root V,' to refer to lexical verbs that subcategorize for Subject and
Object, or to VC's containing such verbs but na argument-adding morphemes (whether

Particle or second verb in a V-V). 'Derived Vt' will then be a VC including a lexical V;and

some argument-adding morpheme. With raot Vy's, Obj-x is a fairly typical Object

relation in the semantic roles that it realizes: Patient with verbs specifying Agent and
Patient; ‘content’ of perception with verbs like mstia ‘see’, n/d 'hear'; ‘goal’ (subsumad

under Locative?) of verbs like s/« ‘want', #pfrs ‘buy', and 772¢ 'loak, look for'.
With derived Vt‘s, Obj-x may have additional semantic roles, which can be grouped in

the following way:

1. *content’ or ‘goal’ of emotional state, with Particle 74"
(38) ?a siplodu rA ?aphé

3 angry Ra3 father

He's mad at his father. (10/29)
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(39) ?a siniso rA ?a mé
3 miss RA 3 wife
He misses his wife. (10/29)

(40) tephresukhré béswad  ri pené
(name) be-friends Ra buffalo
T.was friends with a buffalo, (19.3)

2. Comitative, with ~i~class Particle £4

(41) Pacwaki vE
3 go COM 1s
He goes with me.

3. Standard, withs/-class Particles /A and &Arw

(42) »a2ibe cE 18 vE
3 speak able CMP  is
He can speak better than me. (9/29)

(43) vE *ire phré khrus kA ?a to
Is work fast equal Ka he NEG
| can't work as fast as him. (10/31)

4. Benefactive/Malefactive, with Descriptive Particles cwa 'help’ and £ébw 'show

the way to’, and ri~class Particle o€ ‘to shdy's benefit/detriment’

(44) 2asd> 15 pé Ia
3 rot use-up BEN 30BV
It all rotted ‘on’ them. (155.7)

(45) acwé bébw kula ds cho khA
3 go show-way European at mountain upper-surface

He takes Europeans up the mountains. (6/25)




5. Causee, with Directive V-V's
(46) vE dA cwa ne to
Isiet go you NEG
| won't tet you go.
(47 2a . n3  ?0nE phucé
3 command sit child
He told the children to sit.
6. point of orientation (Locative), with fa/wgd-class Bound Directionals (4.3.7.2)
(48) 2acwa talwa vE hi
3 go pass Is house

He went past my house.

| have no evidence of any difference in syntactic behavior between Obj-x with root
Vy's and with derived V; 's. Of course, this is not a very strong indicatian of anything,

since Kayah lacks any syntactic phenomenon that requires reference to Object, such as
passive, raising constructions, case-marking, or verbal cress-indexing.

We now go on to consider Obj-1 and Obj-2. VC's that subcategorize for Subject,

0Obj-1and Obj-2 can be referred to as V, with the same distinction between root and

derived as used above with Vt‘ Root Vd's, which are not numerous, share the semantic

element ‘transfer of possession’. They frequently occur with the Bound Directional gs,
which can be given the TRN (for 'transfer’). In most cases Obj-1 has the Recipient role

and Obj-2 is the Patient (specifically, the thing transferred). Examples:
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(49) vE dh  (p€) KhomE rui
Is give TRN (name) money
{ give K money.
(50) ?a?iche (pé) vE thé nA do
3 sell TRN 1s pig two cif
He sold me two pigs.
(51) 2abo %e  (pé KkA) théche
3 feed for-use TRN COM pig feed(n.)
He feeds the pigs [their] feed. (10/29)
(52) sara “iswaphicé i
teacher teach child letter/book
The teacher teaches the children (their letters). (2/1)
(53) 7abule VE haca
he exchange 1s clothes
He exchanges clothes with me. (os3n!
With 4w7 ‘ask for, request’, Obj- 1 seems to be Source rather than Recipient:
(54) ja kwi tity Wrd ma
go-and ask-for constantly 1s money PTC
[you're] always asking me for money! (136.6)
(humilific use of 27 )
(55) vE|kwi khja s& | ?a i 10 tothé
Is ask-for back again 3  bicycle

{ ask him for the bicycie back. (10/29)
This structure, [VC Obj-1 Qbj-2], is the only way of casting these events ina single
clause. There is no form naving the Recipient in a prepositional phrase, and thus no

guestion of ‘Dative Movement' or the equivalent.
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With derived V's, Obj-1 usually corresponds to the added Obj-x of derived Vy's. The
following set of examples is grouped into the same six categories as those used in the
preceding discussion of Obj~x with derived Vy's:

(1. there is no good egquivalent to content of emotianal state)

2. Comitative
(56) 6  tw kA | vEi thA ?iphré
drink PTCCOM 1s  whiskey
Drink {whiskey) with me. (10/20)
3. Standard
(57) raPe 2 15 |vEid
3 eat much than 1s cooked-rice
He eats more than me. (9/29)
4. Benefactive
(58) 2a|lmecwa |Mia i Thim hi
3 do help (name) (name) house
He's helping M. build T's house. (10/20)
(59) »avée pé¢ 1 heso
3 dig BEN 30BV earth
He dug out earth for her [i.e. doing her job]. (36.6)
3. Causee
(60) [ n3 ja do | 14 i thépena
command go-and forge 30BV chisel

He told them to go forge a chisel. (94.1)




(61) 2aphé|?iswa khé | 2aph | soklA
father teach paddie 3-child boat
The father teaches his child to paddie a boat. (2/1)

The single exception to this equivalence between Obj-x of derived Vi andObj-1 of
derived V is the sixth category, point of orientation (Locative). When a root Vt is

followed by a Bound Directional, the result is not a V4 but 2 new V,, with the "extra’

argument expressed, if at all, as object of the Prepositionss. However, either the Patien
of the main verb or the Locative of the Bound Directional may be ‘extra’ :

6. Locative with Zs-prefixed Bound Directionals
(62a) ?alkhe talwa | saklA i nE sakhod

3 paddle pass boat Ne snag

He paddied the boat past the snag (fallen log).
(62b) 2a] khe talwa | sakho i nE sakla

3 paddle pass snag Ne boat

(same meaning)

For discussion of the function of 7£, see 6.5 below.

The most straightforward way to account for this difference between categories 2-5
and category 6 is not by reference to a contrast between Locative (Cat. 6) and Causee,
Standard, Benefactive, etc. (Cat. 2-5), but in terms of syntactic subcategorization. The
argument-adding morphemes &4, /5 &/rw, cws and others found in categories 2-5,

besides specifying a semantic role, must also add to the verb a syntactic feature
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allowing Obj-1; the Bound Directionals like fa/wd do not. Therefore the VC's in
categories 2-5 have a syntactic valence of {Sbj Obj-1 0Obj-2], while those in category 6
have the valence [Sbj Obj-x]. The behavior of all caiegories can then be described in
terms of the hierarchical realization principles described in 5.3.3, as follows. The
highest-ranking semantic role (Agent, in the examples) is first 'linked’ to Subject; if
there is only one other argument specified, it i.% second-highest by default and is realized
as Obj-x. If there are two non-Subject arguments, there are two possibilities. In
categeries 2-5 the Patient (or other more saliently affected) becomes 0bj-2 as usual, and
Obj-i is available for the remaining argument. in category 6, only Object-: is available
to the non-Subject arguments.

1t might seem that example (62b), in which the Locative has 'pre‘-empted' the Patient
for the Obj-x realization, violates the realizatian hierarchy. However there is already
evidence that Bound Directionals like Za/w7 must specify Obj-x realization for their
Locative argument, as demonstrated by example (48) (see also 4.3.7.2). Evidently sucha
specification is enough to allow the apparent pre-emption of the Patient, which can
nevertheless appear in an Oblique phrase introduced by the preposition 2 Although the
proper analysis of PP's with /¢ is not entirely certain, | will suggest in the next section
of this chapter that this constituent is not subcategorized for, but is always available
for the expression of a 'backgrounded’ participant.

Ta sum up, there are the following semantic affinities:

282




283

0Obj-x with root V, Obj-2 with root Vy
Obj-x (not Locative) with derived V; ... Obj-1 with root V4
Obj-x (Locative) with derived V. e 0bj-x with root V..

if it were not for the behavior of Obj-x with derived {+Locative] verbs, we would be
inclined to identify Obj-x with root Vi as Gbj-2 and Gbj-x with derived Vi as Obj-1. But

light of the facts in (25a-b) it is best to interpret Obj-x as a neutralization of the

distinction between the two relations Obj-1 and Obj-2.

The form 7¢ has a variety of functions, Same of these are distinctive enough that it
makes sense to speak in terms of separate morphemes, which nevertheless have a
semantic family resemblance. In other cases it is unclear whether there is a division to
be drawn between syntactic functions, and hence between separate morphemes.

Subcategarized. With some verbs (only two known thus far) 7£ is required with the
following argument, which may be a NP or a clause; in the latter case #£ canbe called a
complementizer:

(63) »a | 13 tekhreé kAjpE[?a *06 pild tikwa da meklul na ke ]
3 intrusively similar COM 3 blow flute flute beat drum Na PRH

It's as if he's blowing flutes and pipes and beating drums. (59.2)




(64) me sea | pEl *Q pwe] to
do same 3 celebrate NEG
They don't do it like a festival.
Cf. also, with following NP:
(65) 7aseant v te
3 same Is-thing

It's the same as mine.

It also appears in the pattern forming ordinal numerals, NUM-CLF-nE-?A; e.9. 50 7 €
24 ‘'the third volume', £ fe n€ 24 ‘the fifth one [bird].

But there are many accurrences of £ in which it is not subcategorized in the way
that it clearly is with s&@ and ¢ak/rE above; at the same time, the semantics of the 78

-PP in these occurrences are not unrelated to the argument structure of the verb or VC.

One such use can be labelled '‘Quasi-coordination’ Init 7£ has the flavor of a
coordinating conjunction, at times simply joining NP's:

(66) taci|ve si %e kA Jw  pE dA
bland 1swant eat COM gourd melon
For blandness, | want to eat gourds and melon (28.1)
(67) *a kh‘é ka ni thut s6 be pE tekha tadd
3 shoot come get bird three CLF muntjac one-clf
He shot three birds and a munijac. (2/22)
(68) mo du de dwa dsvE hi pE Phan hi
gong big put put-away at 1s house  (name) house

The big gongs are kept at my house and Pha'a's house. (2/22)
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(69) ?apt?a phA ja 20 tws IéhE ré &
3 3 6Mo go-and be-at PTC pumpkin trellis base

He and his grandmother went and lived at the base of a pumpkin trellis. (19.5)
in these the meaning is something like ‘and, moreover’, with the conjoined NP's acting
like a single NP in being able to appear as Obj-x (66-7), object of preposition (68), or
Subject (69). In the following examples, however, 2¢ does not appear between two NP's,
but precedes a single NP (70-71) or has no associated NP's at all (72). |ts meaning seems
to be more like a sentence adverbial ‘'moreaver, additionally’.

(70) 20 | tepld rijnpé?a po
3 put-on RA 3 finial
They alsc put on its finial. (47.4)

(71) e cha da, e pd pE khimu
eat chicken egg eat additionally  bread
[I] ate eggs, and | also ate bread.

(72) te | 0 kA|DEpa ke
thing exist COM  IRR PRH

[we] may soon be rich as well.

In some such cases it would be possible to maintain the view of n.é"as a conjunction
by claiming that there is a phonologically null pronoun preceding it. The meaning of
[VC2¢NP] would then be 'to VX and NP' where X = something definite, mentioned,
recoverable, etc.; thus a more literal rendering of (71) would be ‘I ate eggs, | ate them

and bread’. But this interpretation is nat possible with (72), in which there are no
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postverbal NP arguments at a]l3. It is also nat appropriate for (70), as is clear from the
context (glosses simplified):

(70b) 20 ro 7e thd ra }|?0 s pli pho cha se |isG pli thd ra ||
3 hew finish 3 wash soap-pod wash finish

plo bl rathwi|lpic bud  thoA papiraf e tepidri

smear white lime smear white finish finish 3 put-on

nE ?a pofitapld  thod ?a po A na ma||..[continues]
finial put-on finish finial this be-so

when they've finished hewing it, they wash it with soap-pod; when they're done
washing it, they paint it white with lime; when they're done painting it white,

they also put on the finiai; when they've put on the finial, well then. ..

The point is that 27 ¢qu/d r4 né 2z po does not describe an additional instance of
putting-on, since the finial is the first and 1ast thing to be put on the #//: there is no X
such that 27 ¢30/d 74 X né 23 po ‘they put on X and the finial’. Rather a meaning like
‘additionally' is applied to the entire clause, putting it as an additional step in the
procedure of‘ preparing the #//u

There is a further use, or set of uses, of 2£with little or no coordinative flavor, in
which it seems to mark an argument that is ‘extra’, in a sense that will be described

below. These extra arguments can be subdivided into the following three types.
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Goal
(73) 7a|s> | phremd ha j& i pE sine
3 ram-in woman shirt old gun
He loaded an old blouse into his gun. (228.6)
(74a) phGcé vi the 13 pEhi
child throw go-up stone house
The child threw a stone up at the house, (5/11)
(74b) phicé vi thehinpg 15
(same meaning as 12a)
(752) ?ajkhé tolwa | soklA | nEsokhd
J paddle pass boat snag _
He paddled the boat past the snag (fallen log).
(75b) ?a|khé talwé | sokhd i D& sakIA
(same meaning as 13a)
(76) si | pa be | *idw i pEv
2p  chop strike machete stone
You chop striking your machete on a stane. (157.4)
Instrument
(77) 2a chil sA 10 pg +ithos
3 stab die 30BV knife
They {tried to] stab him to death with a knife. (354.4)
(78) ?a khé 10 pésine
3shoot 30BV  gun
They shot him with a gun, (354.)
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(79) 2a chd 1i mi pétothé
3 stabredfire iron t
They poked the fire red with an iron. (355.5)
(80) 7ajchul 2w 13 pichas | VEteipé mi i nA puw
3 burn smolder use-up complete mine fire two CLF
She burned up two of mine [blankets]. (272.3)
(81) 2aphd pf dip du na
3 cook  pot big Na
They cooked [it] in a big pot. (356.4)
(could also be listed under GoaD
Other
(82) [0 | kwa sa|?0 né ipEsa] s
3 chopdie 3 body tree those-who
the ones who get killed chopping trees (255.4)
(83) vE|nd dA pé kA| Phaa | raii pE?apod
Is command give TRN COM (name) money 3YS
| told Pha'a to give his younger sibling money.
(could also be listed under Goal)
(84) taph3 thE | khe 1ei nE Tipana
stub wound foot nail
{he] stubbed his toe and wounded it an a nail.
(85) vEpli cwi plpésy
Iswhippullox tree
| whipped the ox to make it pull the log.
= | got the ox ta pull the log by whipping it.




(86) ?a me?onE bja vEpElil

3 do sit damage 1s  book

He n:nade me sit on and damage the book.
(87) ?2a bule vEpthaca

3 exchange Is  clothes.

He gave me clothes in exchange. (10/31)
Regarding realization of semantic roles, it does seem that in some of these examples
the 7£-PP can be interpreted as having a semantic role specified by the verb. This

applies best in the 'Goal' examples, most of which do contain verbs specifying a
Locativesoal argument; gz 'chop’ would seem Lo be an exception, however. Inaddition, it

.is not true that the specified Goal is required to appear as a 72¢-PP; as might be
expected, it easily occurs as PP with @& For v7 ‘throw' cf. v7 e o hi dJ ka 'throw
[something] up into the house' (8/3); for 57 'push in with a tool' cf. 57 {aite a¥ sine ki
‘ram something into the qun'; and so on.

As for the ‘Instrument’ set, this semantic role is ane that can be seen as ‘derived'
rather than basic, as discussed in 3.2.3 above. The frequent appearance of
Instrument(-like) arguments in the 2£-PP is in fact one of the reasons for my decision
to exclude Instrumental from the repertoire of (linguistically-encoded) semantic roles,
as | hope to make clear shortly.

The final category, 'other’, provides the key. To the extent that the semantic role of
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the 7£-PP in these sentences can be identified, it seems to duplicate the semantic role
of some other NP in the sentence; i‘n particular, Patient in (82, 85, 86). The 78-PP in
(83) can also be said to duplicate a semantic role under the assumption that causee of
Directives and recipient with transfer verbs are both Recipients. Given this duplication
of roles, we cannot say that the »£-PP 'has' those semantic roles without violating the
constraint against multiple instances of one role type in the same clause. in terms of
the general semantics of the situation described, the 72£-PP participant might have been
eligible for these roles, had it not been pre-empted or demoted by a second participant
with greater eligibility. This eligibility apparently has much to do with saliency of
effect: in all the examples (82-87) a case can be made that the Object-x participant is
more saliently affected than the 2£-PP participant. In all but (83) the Obj-x is higher on
an ahirnacy scale, either human as opposed to nonhuman (82, 84, 86, 87)), or animal as
opposed to plant (85). In (83), the competition is for Gbj-1 position: both participants
are human, but it is plausible to class the effect on the causee (being caused to perform
anaction) as more salient than the effect on the recipient of goods.

| believe that the 2£-PP in the 'goal’ and 'instrument’ types is best interpreted in the
same way: inspite of the labels, these should not be considered to realize any specified
semantic role. In this view, the function of #¢ is to mark some participant as demoted,
backgrounded, peripheral, etc. The relation of that participant to the action may be

understood to be //ke one of the linguistically-encoded semantic roles, but in its
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function as object of the 2£-PP it does not count as a bearer of that role. Consider (85):
the VC specifies Agent/Subject and Patient/Obj-x, these being assigned to vZ and p¢
respectively. However the VC is made up of two verbs, both specifying Agent and Patient

and the Object~x NP refers to a participant that can be inferred to be the recipient of the
actionof Vl but not of V2. It is then inference that tells the hearer that 52 'tree’ is ina

Patient-like relation to the VC, and particularly to the VC's component verb cw/ ‘drag’.
Furthermore it can be said that o/ appears as Object-x because it outranks s2 for the
Patient role, by virtue of being more saliently effected. (Cf. 3.2.3: effects on animates

are always more salient than erTrects on 1nanimates) a1so &/ 1s a potent1al Agent that 1S
cast as Patient by the (marked) type of Resultative V-V, with two Vt's. We may then say

that the grammatical meaning of the 2£-PP is 'backgrounded participant’. Any more
specific interpretation of the relation of that participant to the action is the result of
inference. The inference may be based on information that includes knowledge of the
argument structure of the verb, but also includes extra-linguistic knowledge. There isa
distinction to be made between the purely-linguistic process that assigns semantic roles
to constituents and this mixed process, involving both linguistic and extra-lingistic
knowledge, that arrives at interpretations of the 72£-PP.

In this view the ‘Instrument’ role can be seen as a special case of a more general

phenomenon of backgrounded participants. In support of this it may be noted that the
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verbs in (77-81) may also take the ‘Instrument’ participant as Obj-x. For 44¢ 'shoot’ cf.
g thwa jasy, khé rA sine it turns into gunpowder, [and you] shoot [it in} a gun’ (170.3).
For chu7'stab, poke', cf. the expression chu b6 'to transplant rice plants’, where 47 is
the thing that is inserted, thus parallel with Z7thoe in(77)and 246 in (79). These
facts harmonize well with Fillmore's treatment of Instrument as a Patient that has been
'set aside’ (3.2.3 above); additionally examples (82-87), in which the backgrounded
Patient is marked with 7€ but is not Instrument-like, are akin to Fillmore's /oad the
lruck with hay in demonstrating that ‘backgrounded Patient’ is the more general concept,
an‘H 50 presumably more important.

The boundary between these ‘extra-argument' 7£-PP's and the guasi-coordination
type is unclear. On the one hand, it may be that even the 1atter can be given an
interpretation in which £ precedes a backgrounded participant, the only difference
being that it is nof very severely backgrounded. On the other hand, it might be possible to
reduce some of the extra-argument type to something like coordination. The
reversability of the NP's in some instances (74a-b, 75a-b) could be evidence in either
direction: with the former hypothesis, one could say that the reversable cases involve
participants whose degrees of Object-eligibility are so close that it does not matter so
much which ane is bacgrounded as Jong as one is (the danger here is in reducing the
notion of ‘backgrounding’ ta vacuity). With the latter hypothesis, of course, reversability

could just caunt as a characteristic of coordination. However this would leave many
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cases in which the NP's cannot be reversed, and it seems better to predict that some
difference in emphasis, discourse status, etc. will be discoverable for the seemingly
reversible cases.

The interpretation | am suggesting for #£ is similar to that often given for the
English prepasition 4y 1n passive sentences, 4y indicates that its object has the
semantic role associated with the Subject of the sentence's active counterpart. inKayah
n£has a similar function, but in relation to Object rather than Subject: the semantic
roles realized by 7£-PP's have the same range as those realized by Obj-x's.

More research is needed on this construction. We need more data on reversability,
alternative realizations of participants marked by /£, degree of obligatoriness of 2
-marking, and other points. Finally, it is worth pointing out that #£ is likely to be a loan
from Burmese: Written Burmese 7237, modernsé (creaky tone) ‘and, both; by, with, from,

to, manner;etc.' (Okell, 120-1),
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- Constituency of PP's revisited. Since the #£-PP does not realize a specified semantic
role, it must not be a constituent of V. We have thus arrived at a picture of the PP's that

may be summarized as follows:

nE-pp nonselected sister of V
locative PP +selected  daughter or sister of V
other PP's nonselected sister of V

Only these combinations are possible:

nE-PP + other nonselected PP

selected PP + nonselected PP

nonselected PP + nonselected PP
Evidently the 7£-PP must precede any other PP, since we do not appear to get

*{ 7€-PP + selected PP). Examples:
selected (locative) + nonselected (other)
PP, PP,
(88) 2a phA naj?o |d¥ hi thdi ihG[pe 20 2A]lna
3 grandmother Na be-at at house edge like 1p be-at this Na

His grandmother lived at the edge of the village, as we do here. (204.4)

(70 specifies an inner Lacative)
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(89) 7alpad be| *idwiné 13ids mi
3 cut strike knife Ne rock at forest among
He cut striking his knife on a rock in the forest. (10/31)

(o3 does not specify a Locative)

This means that the structure given in (1) and (17) above is actually ane of two

alternatives for a maximal VP;

(a,=1,17)
VP

/N

¥ PP CIIP

_ TR

VC NP NP PP

()
VP

AN

¢ PP PP CIfP

YC NP NP
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7. NP, PP, CIfP: Syntax and morpheme classes.
The possible kinship of these three categories, which provides justification for
grouping them together in one chapter, will be discussed betow. 1 will also present some
additional detail concerning the classes of Noun, Preposition and Classifier, plus aspects

of the internal syntax of the NP, PP and CIfP.

21 NP
Severa) types of nouns may be distinguished:

Common nouns thwi ‘dog', 53 ‘tree’, hi 'house’, bwi ‘fortune’
Names personal names; Phaa, Khoa, SEthuiphé, P3meé
place names: Mé LE, Thia MEds L& KhA, Phremesd

Pronouns Sg Pl
1 vE pe
2 ne st
3 23, 10

*0 ‘'somebody’ (?u..pe€ ‘who?')

Localizers khA ‘upper surface', ki ‘inside’
Classifiers be ‘cIf for flat sheets', vé 'cif for seasons', cx 'cIf
for kinds, types'

Pranouns and Localizers are listable classes, Common nouns make up an open class,
and Classifiers probably do also (e.g. the hame of any container can be a classifier). Four
categories can usefully be distinguished (grouping names and pronouns togther), on the

basis of the type of modifier they may take.




1. Common nouns may be modified by NP's and/or postposed clauses, the clause often
consisting of only a single verb.

2. Localizers may be modified only by preposed NP's.

3. Names and pranouns generally are not modif jed!.

4. Classifiers must (being bound forms) be modified by a Quantifier.

Some notes on the pronouns:

1. Both 27 and /uare unmarked far number. The rule determining their occurrence
has already been described in 6.3.2 above.

2. 2 is indefinite, backgrounded, often to be translated as ‘other people’ or ‘they' as
in ‘they say' (27 4€ na, standard expression in legendary narratives; see 9.3.3). It means
‘who?' when the sentence ends in the particle gé (cf. 8.2, 8.3). 1t may also be used as a
humilific first-person pronoun: this is the only instance | know of in which Kayah has

linguistic marking of status, something that is usually not found in the languages of the

hill cultures in Southeast Asia (compare the elaborate status-marking apparatus of Thai).

3. s7, besides being the second-person plural pronoun, is also a bound noun meaning
roughly ‘and the rest, and things like that', e.g. “am2 s/ 'Amaw and that group' (similar to
Mandarin Z»angsan tamen), thwi k7 s7'the lime-box and all that sort of thing', and

(1)sA réE to ma hid 20 ta si thA s
die good NEG be-so like 3 fall die water

Dying badly is like those who are drowned and so on. (255.3)

Here s/ is modified by the preceding clause 27 ¢t s4 ¢4 (which must be considered
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to be nominalized; see 9.2), forming an NP that then acts as object of the preposition /¢

At this stage of research, it seems best to describe three different types of NP, with
the hope that all may eventually be assimilated under a single structure, expressible by
asingle set of phrase structure rules expanding NP.

1. Lexically-headed NP. As the name states, the head of this type is a lexical noun:
a common noun or a localizer, possibly with modifier; or a name ur pronoun, usually not
modified, and thus making up its own NP.

2. Cif-headed NP. These may consist of a CifP alone (Quantifier and Classifier), or a
CifP preceded by either a demonstrative or a nominalized modifying clause.

3. Expanded NP. A partial combination of the two: a lexically-headed NP modified by

(or modifying?) a following CIfP.

Z.1.1, lexically-headed NP's. The order of constituents in the lexically-headed NP
can be described in terms of a default rule and specific exceptions to it. The default rule

is that nominal modifiers precede the head, and verbal modifiers follaw.

nominal+head head+verpal
nemo your mother ri du big snake
1 2 1 2 1 2 2 1
chada  chickenegg phre b3md the person [who) apened [it]
1 2 1 2 1 2 1 2
kajE pa tha people [to] cut sesame

1 2 3 1 2 3




A combination of the two is seen in;

phrem3 ha je tattered woman's skirt
1 23 3 1 2

The postposed verbal modif iér is in fact a clause, since in addition to the verb it may
contain constituents which relate to the verb in exactly the same way as do the
consituents of a clause; e.g., kg/£ pd /3 includes, besides the head 4g/£ and the verb g3
the NP %2 functioning as Obj-x in relation to p3. The other type of modifying clause,

’ which modifies a following CifP, can be interpreted as nominalized, thus falling in with
the general rule for modifiers, prehead for nominals and posthead for verbals. Both of
these types of what will be called attributive clauses will be described further in
Chapter 9.

The statement that nominal modifiers precede the head is actually a generalization t
o which there are semantically-definable classes of exceptions. The general
madifier+head order signifies possession, as in:

nemé  your mother
Phaa hi Pha'a's house
*Urokeé other people's country
OF SOme more gen'eral meanings that may be seen as extensions of the possessive

meaning, as:
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chada  chickenegg

thé ja  pigmeat

cho khA mountain's apex - on top of the mountain

bése thA face-water - tears (bése may be short for bése pl2 ‘eye’)
khebd  leg-rings (item of costume)

Locative expressions including localizers are built on this type; for instance ¥4
k¢'inside the bottie-gourd', more literally ‘at the bottle-gourd's inside’, with &&rg
modifying £ In other words the Localizers are not equivalent to English prepositions,
except semantically: «zhere is the head of an NP which in turn functions as the object
of the Preposition @ For acomplete listing of Localizers see 7.1.4.

Exceptions to the general rule are of three types:

1_artifact-material. Examples:

dipa. tathé iron pot

dibe s wooden bow|

be?l taphé cotton cloth

?iswi the ja pork curry

d3 saba wall of boards

d3 twa split-bamboo wall {examples all 5/2)

These are best analyzed as head+modifier, since the classifier used with the whole

expression is the same as that used with the first constituent. For example, di6é so




takes the Classifier £& as indifte s2 ni e 'two wooden bowls', which as the same
Classifier as is taken by dite alone (76 na be 'two bowls'); s however, takes a
different Classifier: 5224 60 'two trees'. This can be taken to indicate that &7 is the
head, and one of the features of the whole expression that it determines is the feature of
association with 4&

There are examples with the opposite order, material+artifact, in which the head is a
bound noun: in 5742 ‘wooden f lat—thing - board‘ b3 may also be a classifier for thin
flat objects (mats, pages, hats, paper money); it also occurs in ce 42 ‘paper', {64 b3 ‘fish
scale’, and 4v 45 ‘dandruff' (for A< see 2.4). In saba 4/ ‘board floor' and ¢wa kb
‘split-bamboo floor' 44 is also a localizer meaning ‘on (the upper surface of). 1t also
occurs in many compound nouns, such as @/3 44w ‘shoulder' (/3 ‘arm'), 7€ khu ‘lower
back',and #/Av ‘land, world'.

2..generic-specific. Names of plants and animals often begin with the general term
for the kind, such as s for plants, & for birds, ¢¢ for fish, and so on. It is not entirely
clear how to analyze this type. On one hand, it is often said that the expression and its
head exhibit an ‘is~a' relation (a biackberry ‘is-a' berry, and so on). The 'is-a' relation
indicates that the general term is the head: a #¢ /2 ‘rock-fish' ‘is-a' fish (£€ ), not a rack
(/9'). On the other hand the specific (second) member of the compound often has no
identifiable use outside the compound: the set;ond element of 2ea4/7 'a kind of

large-headed fish' is surely not to be identified with the verb g5 'take'. 265 must
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be simply ' p/a-fish'. For a different case, consider /£ #45 'a kind of eel-like fish' . This
¢0 might be identified withso 445 ‘oar’, as if 46 ¢ were ‘oar-fish'; another way to
look at it is to say that both s and #20 function as disambiguating prefixes (the 266
that is wood','the #40 that is a fish’). The same point can be made about &/ 44w/ ‘parrot’
and s &fw7 ‘ving',

3._ethnic designations. These may either precede or follow the head, with the latter
having the connotation ‘characteristic of, X-style’. Thus o€ e ‘a Shan's clothes,
meaning any clothes that a Shan might happen to have, versus /m1ca pire ‘Shan-style
clothes’, which need not belong to a Shan. This may mean that ethnic designations have
dual class membership, in both nouns and verbs: as nouns they precede the head, with
possessive meaning, while as verbs they follow the head. This is certainly true of
English ethnic/national designations, except that the two classes they belong to are
nouns and adjectives: aAussian, three Chinese (nouns);, & German car; they are Russian
(adjectives). The same semantic distinction as that seen in Kayah can be demonstrated:
a German's car could be a Pontiac, Toyota or a Renault as long as it belonged to a
German, while a German car would have to be one manufactured in Germany.

Z1.2 Cif-headed NP's. Classifiers may be considered to be a special type of noun.
This might be shown by saying that Cif's have the same feature matrix as other nouns,

with an additional feature like

* -y
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which is meant to show that the Cif is a bound morpheme, being required to combine
with a preceding Quantifier to form a lexical-level noun (this is a simplification: for
expressions with the order Cif-Q; see 7.3.2).
Syntactically, CIfP's may function as Topic:

(2) pAmjo?a ré € to
2 kind 3 good so NEG
Neither kind is very good (both kinds are not so good). 9/22
(3) tohe 2a khé rAakiaf| tshe »a khé rAsine
one-CLF 3 shoot RA bow one-CLF 3 shoot Ra bow
One group shot (with) guns, one group shot {with) bows. (226.7)
And possibly as an Object:
(4) pe?ild ki tacs ra
1p plant COM one-CLF PTC
we planted one kind... (93.6)

although this might better be analyzed as having a zero Obj-x pronoun, the CifP then
being in the familiar Extent position ('we planted one kind ar /¢').
CIfP's may be modified by either a preceding Demonstrative or a preceding
nominalized clause. The Demonstratives are
A this
NA that
Example of a clause (nominalized, but not overtly marked as such; see 9.1) modifying

afollowing CIfP:




(5) 2a%e téG tshe
3 eat fish one-CLF(groups)

the ones who were eating fish (198.6)
A CIfP may not, however, be modified by a postposed clause2. Thus we get 22 7€ to
¢ahe ‘the group that's not goed' (271.2), but fa%e (22) ré éo would have to be a clause,
‘one group is not good',

CifP's with modifier may be Obj-x:

(6) b5 pja  telgs £ 27 __temeé

weave BEN medium-sized X-much this one-CLF
Weave a medium-sized one like this. {(305.1)

[more strictly, ‘medium-sized to this extent’]

(6) is to be analyzed with (a/oa 7 24 tamé as an NP, functioning as Obj-x, and
consisting of a clause modifying a CIfP, the clause consisting of the verb Zs/ss and the
PP 24

CIfP's with madifiers can also be the object of a Preposition, e.g. :

(7) déthe  takj3
at go-up one-CLF(sides)

above, up there (see 9.1.2)
We have now seen Clf-headed NP's in several typical NP functions. To this we may
add that a CIfP with medifier may be a referring expression, designating a person, place
or thing. Unfortunately there is a problem in completely identifying Cif's with nouns and

CIfP with NP, which may be summarized as follows:
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constituent function

lexical-headed NP Topic, Sbj, Obj(x,1,2), obj of P

cisp Topic, Extent

CIfP with modifier Topic, Obj;x, obj of P

The sticking point is the close association between CifP and Extent position: only
CIfP appears as Extent, and C1fP does not appear in the NP positions Sbj, Obj-x or object
of preposition. This suggests that CIfP is a restricted type of NP, which becomes a more
‘ordinary’ NP when modified by a Demonstrative or clause. Further elucidation of these
matters, perhaps including a statement in terms of X theory (e.g., that CIfP is N rather

than NP), will have to await additional research.

2.1.3. Expanded NP's: NP+CIfP. The name is chosen arbitrarily, and there is some

R

doubt as to the status of these expressions as unitary NP's. The uncertainty arises
because in many cases the CIfP associated with a noun (or NP) is syntactically
independent of it, as the Extent expression (3.3, 6.2.2). Of course it is possible to have
Sbj-VC-0bj-CIfP, but even in that case | prefer to analyze the Qbject NP and the CIfP as
separate constituents of the Predicate Phrase, since a Locative PP can always be
inserted between the two. When the Obj is followed by a C1fP including a demonstrative,

there is more of a flavor of direct modification, e.g.:
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(8) ...hé rA?a pOVE du 15 nA tahe
say RA 3 sibling big CMP that one-CLF(groups)
... [he] said to those older siblings of his. (55.1)

My data does include examples of what seem to be Subject NP's consisting of

lexical-headed NP plus CIfP, the CIfP seemingly modifying the NP directly:

(9) 2a__miphré phrem) taphre ka d& khja
3 old-person woman one-CLF come at back

One old woman came behind. (167.5)

Alsp the informant would accept expressions like & 24 tace ?a v/ *this kind of birc

is good-tasting’, but it is not clear to what extent these are artifacts of translation to or

from Thai, which does allow noun and classifier phrase to be directly in construction
with each other; compare the Kayah sentence, just given, with its Thai translation:

Kayah thud »A  tecs ?a vi
bird this one-clf 3 delicious
Ihai nok jaan nii ?aradj

bird clif this delicious
The one situation in which NP+CIfP is found with regularity is in response to
elicitation concerning the proper Cif to be associated with a given noun; thus &8¢ so a4
be 'two wooden bowls', cited above. While this is at best a highly marked form of
discourse, such expressit;ns are probably legitimate nominal sentences (8.1). With these

gualifications, | offer a tree structure for the (hypothetical) Expanded NP v& sine atr 247

306



¢ak/ne 'this big gun of mine”:

NP

NP CitP
VAN 7\

NP N D Cifp
vé ?2A

I|| /\\a lthisl /\
N S Q cif
sine du ta  khu
‘gun’ ‘big' ‘one’

The basic structure [yp NP CIfP ] might also subsume the Cif-headed NP: if we
assume that the nominalized modifying clause is expressed by arule NP - 5, the
Cif-headed NP would then be [yp [ypS] CIFP].

Z.1.4 Localizers

Localizers form a closed class of nouns that cover much of the semantic territory of
English prepositions. The Kayah construction [noun+localizer] is usually to be transiated
as an English [preposition+noun], but the localizers are not structurally equivalent to
prepositions; they are not postpositions). In the Kayah construction, the localizer is the
head and the noun is its modifier, thus &¥ #4744 , cited above, is 'at the bottle-gourd's
inside - inside the bottle-gourd', ¥ oo 4/ is ‘at the table's upper surface - on the
table', and s0 an.

This follows Chao's analysis of the corrresponding Chinese category, and borrows his

term for it; cf. also Thompson's similar analysis of Vietnamese 'Relator Nouns'. Chao,
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however, does not insist on the nounhood of his localizers: ‘Though substantive in form,
they are translatable into prepositions. For this reason, they are also called
postpositicns.’ (p.621-2). The Kayah localizers are unambiguously nouns, more so
perhaps than the Chinese class, since most of them may also form ordinary compound
nouns, as can be seen in the following list. for each Localizer | give a general gloss,
exalhples of locative use (A), and of occurrence in other compounds (B). Note that the
general gloss applies only to use as Localizer (e.g. the first item ¢ could be given a

general gloss ‘hole’ in its non-Localizer functions).

ku o inside ’
A dEIEkD inthe ravine

aspjaka in the bag
B. 2@k hole

A kg spring, well

ko032 ka window

so kU three (holes, springs, windows, etc.)
khu on (the upper surface of), above
A fekhy on the ground

7 khu (1) on the house
B. pla khu shoulder

twa ki floor

7kl (2) roof

Pikfu land, earth, world
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khA

A dF cho khA

B. /EkhAa
2ithos khA

ki3

A aE i kiS

B. liki5

lo

A d¥ldie

kle

A O DKIE
a5 mi kié

rakle

A dERIrakle

o rokié caci

B. o7

7 kbrwi

A dEhrié
aFaiie
B. plale

LBUKE 16

on top of, at the apex of
- on the (peak of ) mountain
headwaters
knife edge
outside
outside the house
book cover
on the non-horizontal surface of
on the cliffside
in among, in stg not construed as an aperture
in the village
in the forest
beside
beside the house
on the left (side)
side
rib
bottom, base of, underneath
under the house
below (downhill from) the village
armpit

gills
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cha next to, near the base of
A dEdTchd near and downhill from the village
as Phan chd next to Pha'a
B. #kcchd mouth (of stream); foot (of tree)
(Ve na chd cheek
neé~bésene in front of
A dfgé infront
o hi bEsepé in front of the house  (4ése is ‘face’)

khja~békhja in back of, behind

A. 5 hi bekkyg behind the house
k3 o5 k3 come later

B. not noun-related; cf. VPtc &%/7 s¢& ‘back again, in response’; Bound Directional

katfja ‘backwards’

ple~ple ki in (the narrow space) between

A ¥ dBple " inside the wall (e.g. a lizard)
¥ X nE ¥ pie ka between X and ¥ (e.q. between peaple standing in a row)

B. 2aple a crack

klE mé ki in the middle of, between

A dF o5 KIEmE kd between the villages

B. (flat/Emé one half

thu on the edge of

A ¥ i tha on the edge of the village

B. e the river bank

nd thé uphill from

nu 1e downhill from
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tokja in the direction of

A a5 phre &5 takfa towards the Shan village
e tkiFE in which direction?

B. planikja two arms

12 pg

Prepositions are bound morphemes that form a PP with a following NP (which may be
a nominalized clause). There is one exception to this: ¢4 takes only clauses or zero,
plus the SPtc o7 'irrealis’ (required with zero, optional otherwise)

The Prepositions fall into three groups:

a) Locative
ds at, when (past); distal, unmarked for evidentiality
ma " known by inference or hearsay, not in sight
b& . proximal, in sight
b) Extentive
bé as much as, _ much
th as big as, — big
t&~th as long as, — long
c) Miscellaneous
cha when (future)
phi~hi like, as
cE~cea the _ part, the ones who

a) Locatjve. The difference among these three is that of evidentiality, i.e. the

speaker's basis for knowing the truth of the proposition he utters, mand 4¥ have




positive evidential connotations, as indicated; o seems to have less, and may be
considered unmarked. It is by far the most common preposition. All three may be used to
indicate time, but it must be past time; future time requires chd o at times is better
transliated ‘as for":

(10) dx?a mé nara...ds?a phé na...
3 wife Na PTC 3 father Na
The wife, for her part, ... the father, for his part, ... (53.2)

b) Extentive. These usually precede lexical NP’s (not nominalized clauses); e.g.

(11) 7abésepldo?0 i cha da
3 eye have chicken egg

He had eyes as big as chicken eggs. (95.5)
They may forh‘r interrogative sentences in conjunction with the SPtc £¢, as:

(12) »athi txté o
3 long PTCHUH
How long is it, huh? (10/18)

And £ CLF ¢£ is the standard expression for *how many?'.
] l 1- ]] . ! : Id
chd indicates future time, Its commonest uses are 1) ¢/ 23 meaning 'soon’; 2) with

short time expressions, most of which can be analyzed as clauses, e.g.
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chd m3 hé pa this evening { 722 'sun’, /e ‘'late, be evening'’)
cha no pa later on (for 70 as a verb cf, 42.4)
ch3 1 the tenA pa on the coming first day of the waxing moon

(/& ‘'moon’, ¢/e‘ascend’, ¢an4 ‘one day')
chad paro pa tomorrow (o370 'tomorrow’, analysis uncertain)
Finally, note the possible relation_of ¢/d to the homophonous Localizer meaning
‘place nearby, at the base of".
Besides filling the post-verbal slat that | have referred to as Obl (Ch. 6), PP's are
also quite common as Topics. This is especially true of time-when expressions referring
to the past, which usually appear in that position--for instance, the standard

story-telling apener a¥7/3 74 ‘long ago' (/777 'be a long time'). Cf. also:

(13) gkIvé ji b3 pal|vE|bd hE|chd|?a ri mé
at IsthreshriceNa Is divine gochicken 3 good PTC

When | was threshing, | divined® about going [to work]; {the indication] was

auspicious! (183.6)
Future-time expressions are introduced by ¢4 and are normally in the Obl position.

There are also examples that can be interpreted as PP's functioning as Object(-x):

(14) 7a|la sine rAphé| céo [ ramd  rAnalphé
3 PTCunderstand Ra only part-that write down Ra Na only
They know only what they write down. (302.3)




(15) 7ajn3 hE dA rA |ds?aro tephre i na
3 order go give Ra at other one-CLF Na

He got another person to go give it. (100.5)
Kayah PP's are thus not very different from NP's. Most of the meanings associated

with the prepositions of English and other languages are not borne by prepositions in

Kayah, namely:
firectional/confi tional
into no (verb)
under 1e (Localizer)
from 20X V {V series)
temporal
after clause sequence, ‘having done X, then did Y’
case- or semantic-role marking
for pé (Verb Particle)
of (concatenation of NP's)
to (Recipient) Obj~1 (structural postion)

The ‘locative’ Prepositions especially can be thought of as evidential markers of

NP's, which only incidentally tend to be lacative in meaning. In this view, it may be the

Localizer constituent of a locative expression, rather than the Preposition, that assigns

or marks the PP/Oblique grammatical relation.
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43 Cifp

Since we have already dealt with the syntactic characteristics of the CifP as a
clause constituent in 3.3, 6.2.2 and 7.1, this section will be confined to discussing the
lexical categories Classifier and Quantifier and how they combine in the CIfP.

231, Classifiers, The choice of classifier depends ta an certain extent on the noun

that is being counted. Nouns aie marked lexically for a certain classifier or classifiers:

Noun Classifier

taple ‘cabbage’ to

?a ple ‘crack’, kada 'door’ ku

thut ‘bird', bé 13 ‘cup' be

53 ‘plant’ m3 (smaller plants)
“ b0 (trees)

Although there is a lexical association between the noun and classifier, in the
sentence there is {usually) no direct syntactic relation between the NP and the CIfP, as
we have noted (3.3, 6.2.2, 7.1.3).

Several types of Classifiers can be distinguished, such as

Unit CIf. counts common nouns, associated with shape

Measure, often also the name of a container

Time a) units of time such as nA ‘day’, na 'year'; b) Cif's counting instances of an

action, including the general time CIf phd 'a time'. There are also verbs that double as




Cif's, some of which denote instances of an action, as:

as verp asCIf
mul hit strokes, blows
khe to step steps

But others denote instances of an action only in the sense of entities resulting from

the action:
asverh asClf
tui sever stumps
khri be in bits bits, shards, hills
€ wrap packages
#ikhu to wind -
khu - spaols af thread, guns

Regarding the last-mentioned, a spoo) of thread can be understood to be the result of
an act of winding; the relation to guns must be metaphoric, perhaps relating specifically
to revolvers.

This leaves a number of Classifiers that do not fit the into the types easily, such as
myja, cx both 'kind, sort, type'.

There is an extensive area of overlap between classifiers and common Nouns; or in
other words, many nouns may act as thejr own classifiers. Thus 4 'village', so dJ ‘three
villages', m/ ‘'name’, Zam/ 'one name'. The common-Noun version of some of these is
Bound, and so must be accompanied by some other morpheme; if there is nothing more

specific in meaning the other morpheme may be 23, which may then be considered a
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derivational prefix:

ph

sine pla
?aplo

ki

13 k0

?aku

bo
tare bo
di kle bo

té tabo

ple
b plE
tacht ple

?a plE

classifier for small round things
bullet (sine ‘qun')

a seed
classifier for holes (also Localizer 'the inside of')
cave (1a "cliff*)

ahale

classifier for lengths

" candle (taré 'wax')

sugarcane

pencil

classifier for ears of grain
ear of rice
elephant tusk |

ear of (any) grain

A different sort of overlap is seen in // 'house’, which is alse a classifier for humans

meaning ‘household’. As a common noun, however, its associated classifier is mé.
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List of some common Classifiers.
unit Cif's

m smaller plants

do animals

phre~si  humans (see 7.3.2.2)

me larger semi regular shapes: houses, drums, heads, stomachs, livers,
larger fruits, hammers, hills, wheels, etc,

bo lengths: ropes,vsnakes, intestines, worms, tongues, trees, vines,
lizards, cigarettes, sprouts etc.

ko the general classifier; also: beds, sticks, ridges, stoppers,
splinters, pincers, noses, certain bones

ph small round things: smaller fruits, stars, buttons, eggs, cakes
of soap, scabs, grains of sand, etc. (cf. Thai 1duk)

be flat-faced and winged things: birds, leaves, fish, dishes, cups,
spiders, sickle.s",,&drinking glasses, axes, saws, moon, sun, doors,
hoes, boats, teeth, paddles, etc. etc. (cf. Thai baj)

ba sheet-like things: mats, paper objects (money, cards,

pages, pictures), cloth, moquito nets, umbrelias, hats, the

earth, etc.
pw tlothing: shirts, towels, shawis
Measure Cif's
the span (the distance between cutspread thumb and middle finger)
plé cubit (from elbow to fingertip)
kh fathom (distance of spread arms)

cw handful




319

khweé the volume of a packbasket
de eight £hwe
and the name of any basket (&%, of phi, phi mo, su du, etc.)

Z3.2. Quantifiers. Quantifiers include the numerals and a few additional morphemes.

pwa every
chi whole, the entire
b3 how many? (but 47 shares features with certain ‘extentive'

Prepositions; 7.2)

E.g. ow3 phre ‘every person’, pwa cx ‘every sort', 7 41/ 'the whole household',
The remainder of this section will be devoted to a description of the numeral system

and how numerals combine with classifiers.




Counting in Kayah.

The basic numerals are

-—

ta- (prefix)

2 nA

3 50

4 wi

S nE

6 50 swa

7 50 swa ta-
8 w1 swa

9 w1 swa to-
10 chi (basic form) ~ cha (in 20-90)
100 (ta)je

1000 (ta)ri

10,000 (ta)sd

The last three forms always are accompanied by a ‘multiplying’ digit: Zg/e ‘one
hundred', 74 je ‘two hundred’, and so on (the proper transiation for je or /7 on its own
would be ‘hundred’ and ‘thousand').

The Kayah numerals are emphatically bound morphemes, to the extent that if a
speaker is asked to recite them, he or she will usually recite numeral-classifier
constructions, using the classifier for small round ebjects g/, thus: éqp/a na p/a, so
23, Iwi pl2 and so on (does this indicate that numbers in the abstract are thought of as

small round lumps, like counters?)
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The morpheme swg also appears in &€ swdr4 'be companions with' and &40 &F swa
'friend'. It is evidently verb-related, as shown by its occurrence in the verb 'be
companions with' ('friend’ presumably has the verb modifying a noun £#6 )4, and can be
glossed 'to double, make a pair'.
Thus 'six’ is literally ‘three doubled', ‘seven' is 'three doubled plus ane', and so on.
These ‘analytic' numerals appear to be a recent innovation: other Kayah dialects preserve

the monomarphemic forms of 6-9. Below are listed these numerals in one West Kayah

dialect, along with the forms they wouid probably have if preserved in East Kayah

" West East (hypothetical)
6 puls *co
7 nilo~da “nwa~da
8 6u *swa
9 nus “nd

The numbers 11-19 (the teéns) are formed by /44 followed by the units numeral:
ChA Iwi '\ 4, chA 50 swz'16', and so on. The humbers above 19 are formed by ¢4 plus a
‘multiplier’ unit. The relative ordering of numeral and classifier varies, and can be
described by a series of rules,
Rule 1: Numerals that end with swa, cii~ch4a or je follow their classifier; all
5

others precede the classifier”, Thus the recitation above would continue p£p/9, p/2 so

Swa, 50 swd Iqpla, pla Iwi swd, Iwi swé taala, pla chd.




Rule 2. ¢A4 inthe numerals 20-90 acts like a classifier, preceding multipliers that

end in swé, thus:

20
30
60
70

nA chA
50 chA
chh sb swa

s0 swa tachA

The function of the tonal allomorphy of ‘ten' can now be seen: those tens whose

multiplier follows 'ten’ would otherwise be indistinguishable from the teens, which all

consist of ‘ten'+'unit’. Minimal pairs.are

chA s0 swa 16 chh Iwi swa 18
chA s0 swa 60 chA Iwi swa 80
chA sb swa ta- 17

chh sD swa te- 61

The significance of the mid tone of ‘ten’ in 20-90 can thus be seen as that of

signaling a muitiplicative (rather than additive) relationship with the adjoining numeral.

For example, the difference between '17' and '61' can be symbolized algebraically as:

10+(3x2)+1=17

(10x(3x2))+ 1=61

Natice that while expressions like sd swa fa- are probably best considered

compoundsﬁ, {e~'one’ is phonoloagically dependent on an element outside the expression,

the following morpheme c/4 'ten’, deriving its vowel color from it. Although | have
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treated /o~ as a prefix, no other prefix has this sort of dual dependence; recall that Zo-
also stands out as the only prefix having full productivity.

Rule 3, When the classifier refers to humans, it has the following three allomorphs:

phre following pwa ‘every’, and numerals ending in to-
zero when the numeral ends in swa or chA
st otherwise, preceding the numeral
Thus:

tephre 1 person

51 NA 2 people

51 50 3 people

51 Wi 4 people

s1 nE S people

50 SWa 6 people

s0 swa taphre 7 people

Wi swa - 8 people

Iwi sw3 taphre 9 people

This may be a factor in the required use of the classifier £/ in ‘abstract’ counting as
mentioned above: if no classifier were supplied, 54 swd aind /w7 sws would not mean
'six' and ‘eight’ in the abstract, but 'six people' and ‘eight people’.

Apart from the cases covered by Rule 3, the placement of the classifier follows Rule
1 regardless of the internal structure of the numeral. Thus even though the numeral ‘ten'
precedes its multiplier in 'sixty' c44 sd swd and follows it in 'seventy' 50 swd tacha,

the classifier precedes both, since both end in a numeral that requires the classifier to
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precede. To illustrate (classifier underlined):

20 pla nA chA

21 nA cha tepla

22 nA cha na pla

26 pI2 NA chA s0 swa
27 nA chA so swa taply
30 plo so cha

31 55 chi taplo

60 plo chA so swa

70 pla s swa tachA

Further complications arise above one hundred. The classifier is often repeated, once
with the hundreds and a second time with the tens, as in the follbwing examples with 72
‘year":

pataje nana 102 years
pataje chA tena 111 years

The first occurrence of the classifier may be omitted; thus 't 11 years' may also be
taje chi tana The classifier follows Rule 1 even to the extent of appearing 'inside’ the
construction:

(p2 taje na lwi swa 108 years
(02 taje pacha 110 years
This suggests that the construction is not unitary, but perhaps coordinate, as if it

were to be glossed e.g. ‘'one hundred years and ten years'. A similar impression is given
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by the possible occurrence of 4, presumably the 74-class Particle ‘new situation’, after

the hundreds expression:
taje A nasd swa 106 years
na A je A nE cha so swé 256 years
But 4 appears to be optional:

(16) na sb je soswa tacha Iwiswa tana

year 3 100 3 double | 10 4 double | year - 379 years (3/21)

Here Je is not followed by A
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8. Sentence Types and Sentence Particles

8.1 Senience Types.

This study has been mainly devoted to what may be called intra-clausal grammar,
particularly the grammar of the simple clause, i.e. without embedding of clause within
clause. in this chapter | will look briefly beyond the simple clause, by situating the
simple autonomous clause within a more inclusive inventory of sentence and clause types.
| will then go on to describe the class of Sentence Particles, the only clause constituent
not yet considered. This also seems the best place for a discussion of questions and
guestion words, although only a few of the question words are Sentence Particles

Let us begin with a set of definitions, some repeated:

A verd is any morpheme that can stand on its own in construction with /7, 4, pa, or
some other member of the r4-class Verb Particles.

A c/ause is any construction that both (a) contains a verb znd (b) can be terminated
by the Sentence Particles fo 'negative’ or gz 'irrealis'.

A sentenceis any construction that can stand on its own as an utterance bearing an
illocutionary force; it may consist either of one or mare clauses, or of anNP. Let us call
the former a werdal sentence and the latter a nominal sentence; both types may end in a
Sentence Particle (although only a subset of the SPtc's may terminate a nominal
sentence). A verbal sentence may also be classified as an @&tonamous clause; clauses

that cannot stand on their own (do not qualify as sentences) are termed non-autonomous
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clauses. Examples:

verbal sentence = autonomous clause
(1) nd n3] hohé i to & o
enter at-all school NEG QUES HUH
Aren't you going to school, hey? (130.4)
nominalsentence
(2) thwake
cat PRH
(on hearing a noise;) Maybe it was the cat. (in conversation)
non-autonomous clauses
(@) modifying a preceding noun
(3) kaje [r& to]
person good NEG
a bad person
(b) medifying a following CIfP
(4) 7a%e tél tshe
3 eat fish one-CLF{groups)
the ones who were eating fish (198.6)
(c) asobject of a preposition
(5) ?a  phaA naf?o] d& hi  thdiihd[pe 20 ?A nal
3 grandmother Na exist at house edge as 1p exist this NA

His grandmother lived at the edge of the village, like we live here. (204.4)
The difference between preposed and postposed atéritutive clsuses (AC) parallels
the contrast between nouns (which typically precede what they modify) and verbs (which

typically follow what they modify); for more on this paint see 9.2. The prepesed AC's
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end in /24, since clauses ending with 24 also resemble nouns jn being capable of acting
as object of a preposition, | interpret /4 as a nominalizer (see also 8.3).

We therefore have, in addition to [+ autonomous], another possible feature for
classifying clauses: [+nominalized]. We have seen examples of [-agtonomous
+nominalized] (4 abave), [-autonomous ~nominalized] (3), and [+autnonomous
-nominalized] (1). It turns out that the fourth possibility also exists: there are what
appear to be autonomous clauses ending with 24, which might be analyzed as autonomous
nominalized clauses. Autonomous nominalized clauses might further be taken to be
instances of nominal sentences. Since they are extremely common (they seem indeed to
be a widespread Tibeto-Burman trait), | have instead generally treated these autonomous
nominalized clauses as verbal sentenées with 2 functioning, like the (other) Sentence
Particles, to mark illocutionary force. See, however, the discussion of 724 (8.3 below).

it will be seen in the following section that only a small number of Sentence
Particles can occur in non-autonomnus clauses; the large number that cannot include
most of the illocutionary-force markers. This fact reinforces the definition of
autonomous clause (verbal sentence) in terms of ability to bear illocutionary force:
since an embedded clause generally cannot have any illocutionary force distinct from

that of the main clause, we would not expect illocutionary-force markers to occur in it.
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82 Sentence Particles
The Sentence Particles (SPtc), as the name indicates, terminate the clause; as

suggested above (6.2), they are adjoined to the clause in a configuration like g Ptclg

Ptcks. There are some 18 SPtc's known; they can be sub-classified on the basis of two

formal properties. The first is ability to reduplicate (cf. 2.4 above); the second is

occurrence in non-autonomous clauses.
Eormal properties. Certain SPtc's can reduplicate, as in the following:
(6) dAcwa v to|lvEcwa to to
letgo IsNEG Is go NEG NEG
[if you] won't let me go, | won't go, then. (0.5)
(7) m si®ichéké@ rd he he
afraid AMB cold LEST LEST ‘
Mm, I'm afraid it'l1 be cold, too. (e.g. in addition to raining] (2/24)
(8) the phra kA ke ke
pig to-sound COM PRH PRH
It might also be a pig making naise. (2/24)
Others cannot:
(9a) vEcwakA ni| “vE cwa KA ni ni
s go COMEMP
A: I'm going along! B: I'm going along tool
compare:
(9b) vE cwa kA ni|| VE cwa kA kA ni
(same meaning as 9a)

For a similar example:
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(10a) ma  Pimo te mé| *ma Kameé te mé mé
be-so (name) 's PTC
{t's Pimo's, and it's also Kameh's!

(10b) ma Pimd te mé |ima Kamé te te mé

(same meaning)
The second formal property is that of occurrence in non-autonomous clauses, found
only in fo'negative’ and @3 'irrealis, future'. Examples with fo.

(1) di[va 13 to]?o pa d& dipoka

rice cooked yet NEG have DUR at pot inside

The rice that is not yet cooked is in the pot. (11/24)
(12) ma | keje [ md 20 to phe 20 to]

be-so person mother have NEG father have NEG

[they] are people without a mother or father. (267.2)
and with o2,
(13) ma| ds[vé|dA pé KkA|vE poipa na) tabe

be-so at 15 give TRNCOM 1sYS IRR Na ane-CLF

it's the one [a tool] that I'm going ta give to my brather. (11/24)

(14) pané [cwi?itha palro todte

buffalo pull plough IRR have where

where's the buffalo that will pull the plough? (1 1724)!
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Since these two formal properties do not coincide completely, they delineate three

subclasses of SPic's:

subclasses
A B C
reduplicates + + -

occurs in non-autonomous clause + - -

Some at least of the SPtc's can terminate nominal sentences --which is indeed the
evidence compelling us to recognize those constructions as sentences. Thus the class B
SPtc 4e in (2) above; also the negative in 27 rd m¥ ¢o '[it was)] not other people's country’

There is a rough correlation of semantic values with the three subclasses. Arelates
to what can be called polarity: positive/negative, realis/irrealis; C consists entirely of
markers of illocutionary force, while B is a mixture; e.g. the B class SPtc /# 'possible
undesirable event' combines polarity (‘possible') with expression of the speaker's
attitude (‘'undesirable').

By "illocutionary force' | mean the 'interpersonal’ level of meaning (the term is from
the works of M.AK. Halliday) in general, which can be loosely defined as concerned with
the speakers attitude towards his/her utterance, especially what the speaker expects the

hearer to do with the propositional content. For example, the hearer may be expected to




believe the proposition to be true (assertion), carry out the action it describes (directive
imperative), supply information marked in it as unknown (question), a@nd so on. Note that
the meanings of Kayah illocutionary force particles do not correspond directly to a
theoretical system of speech-act types like that developed by Searle. There are many
markers for a single speech act type (e.g. commands), with various shades of meaning;
conversely there is no SPtc marking the Commissive type, which is rather marked by the
Quasi-modal Verb 4%a (see 4.2.5). Also, there are SPtc's marking exclamation, which can
only be said to be a speech act type if one says that what the hearer is expected to do is
understand that the speaker is surprised.

The illocutionary force-marking function is typical of morphemes of this type, i.e.
sentence-final bound morphemes, often unstressed. This is true at least for Southeast
Asian languages, in which they are often known as Sentence Particles or Final Particles
(cf. also Okell's Verb-Clause Markers). It is often said that the lexical fuﬁction of tone in
these languages limits the possibilities of exploitation of phrase and sentence intonatior
for expressing illocutionary force, .hence such meanings must be encoded in this class of
lexical items. What is certain is that these illocutionary force markers are invariably
among those aspects of the language that are the most difficult to capture and explain
when the investigator is a speaker of English or some other language that does not encode
these meanings in individual morphemes. Research on the Kayah SPtc's is stillina

preliminary stage, and the descriptions below are in many cases simply tags for items
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whose meanings have yet to be thoroughly studied. This is the reason for the many
particles with the same tag (e.g. ‘'urging’); they are probably not synonomous, but the
distinctions between them have not been uncovered.

Subclags A,

lo

The negative. This particle may have some relationship to the phonologically aberran
¢ao ‘only' (cf. 1.4). facoccurs only after Extent expressions (i.e. post-verbal CIfP's),
while {2 does somarginally at best. Consider the following contrastive sets:

(15a) rd %0 nEcwe too
money have 500
{1} have only S00 [Baht]. (2/27)
(15b) rdi nEcwé %0 fo
mongy SO0 have
[1] don't have S00 [Baht]. (2/27)
(16a) ?akhé be thul s6 dobtoo
3 shoot strike bird three CLF
He shot oniy three birds. (2/27)
(16b) nn sb do®akhé be to
that three CLF 3 shoot strike
He didn't shoot [shot at and missed] those three. (2/27)

In the (3) sentences, substitution of ¢¢'not' is either unacceptable or not preferred.
Given these facts, a case could be made that ‘not’ and ‘only’ are twe translations of a

single morpheme (assuming that the phonological difference could also be accounted for).
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The la.tter translation would hold when the ¢lause contains an Extent expression; the
former otherwise. Note that the difference in (15-16) above may be the presence of a
CIfP inside the clause: in the (b) sentences the CIfP is in the extra-clausal Topic positios
(clearly so in (16b), which also has a Subject; arguably also in (15b), but with zero
Subject). Insupport of the semantic kinship of ‘not’ and ‘only’, one could cite French
ne..queonly’, in which the first element is (or is homophonous with) the negative; and
perhaps also nonstandard English a2 ¢ got but fquantity] Note also that modfingbut is a
near equivaient to oniy

Examples of reduplication of the negative have been given above; the morpheme in the
sense 'only’ may also reduplicate:

(17) dipa?a tamé too|| p¢ 20 phé tamé Lootoo
pot have one-CLF bottle have only one-CLF

There's only ane pot; and only one bottle as well. (2/27)

pa

irrealis, future hypothetical, upcoming, .Very frequent in clauses introduced by the
Prepostion ¢/, which indicates near-future time-when expressions. E.g.

cha m3 hé pa this [coming] evening (m3 'sun'+hé ‘evening')

cha 18 the tanA pa the {coming] first day of the waxing moon
(18 'moon’, the ‘ascend’, tana ‘one day')

cwa cha pa will go pretty soon

pa contrasts with £e (subclass B), which expresses uncertainty about events that \
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are (or may have been) completed, usually in the past. The Kayah equivalent of ‘maybe,
possibly, might’ is not a modal auxiliary but a use of pg as in #£pa & fo £ literally ‘may
come, may not’, corresponding to may came, maybe wiilf come, and very often followed by
sige to'don't know'.

Subclass A may also be known as the Clause Particles: since these SPtc's are the
only ones that can occur in all sorts of clause, it has been useful to single them out in

discussing intraclausal syntax. But from the perspective of the sentence ¢ and o7 are

~ simply a special subtype of a larger class.

Subclass B.
ke
past or perfective irrealis. Examples:
%iphri ka ke [they] may have bought [it].
(18) pela sipiand la to na ke
1p PTC understand 30BV NEG NA
We just don't understand them. (45.5) (note the sequence of three SPtc's)
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e

lest, possible undesirable event. Examples:

51 de khr3, si?iché ?a 5 he {i] want toput it out to dry; I'm afraid it may
mildew (cf. | want to put it out do dry /es? it
mildew)

51 spli pé ?3, *a kasé va lahe ni  You wash him, or he'll get itchy again, now! (lest
he get itchy)  (249.4)

me

don't, negative imperative. Examples:

m& pathe me ni Don't Jook up, now!

thé ma kono me me Don't play with the needle either.
(note reduplication)

e

and what about ...? Seems to occur only in nominal sentences, Examples:

Phréa cwa n3 to|.. 2a md 1> A: Phre'a didn't go. B: What about his mother?
(146.2)

vElnle Where's my grandchild?

Context: ina narrative, the grandmother speaking to people who had gone fishing with

her grandchild and were returning without him/her.
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Subclass C. The remaining SPtc's will be grouped according to general types of
illocutionary force; some of the SPtc's already discussed that count as illocutionary

force markers will be repeated, in parentheses, under the appropriate heading.

Lnterrogative
£ yes-no question
* tanA 20 k0 € Are you free today?

also occurs in the idiom

dé té taCLF € ‘'which one?'

pé discontinuous component of ?G... pé 'who?'
(1e)
b} prompt-question; can follow other interrogative indicators, or may turn a

statement into a question, somewhat like English /s
ne cwa s you're going, huh?
There is also a form /¢ that appears at the end of guestions, but it is not a SPtc; see

8.4 below.

imperative

ko urging, offering for consideration, sugget that you do this/agree with this
te~teE urging, let's

du urging, you go ahead and

po urging, let's, want to...?

ke urging

(me)
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ni (see ‘Assertive’ below)
(cf. also Verb Particle ma, imperative)
Assertive
nA neutralassertion
teko A concessive assertion, nevertheless, still
(19) 24 bé bx tePlsiju kA nntako A

3 endowed at what 3 want COM Na

However rich they are, they still want some. (269.6)
md concessive: sure, but ... .
1é counter-assertion

(20) p8 ja pé 1% sé o0 )é

[l ]

1p go-and dumb more back-again 3
[we should have been smarter,] but we're dumpder than them! (109.3)
me counter-assertion, contrary to some other statement or fact; possibly
differs from the preceding by connoting irrealis; cf.

(21) 2ame shA 10 mé

3 do die NS mutually

They would have killed each other [if | hadn't stopped them]. (241.2)
m strong assertion or imperative: be sure and pay attention to what | say

13~13 exclamation

(cf. also Verb Particle wa medium-strong assertion, sure it's true that...)

Multiple Septence Particles. Below is a rough indication of the co-occurrence

possibilities of the SPtc's:
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to nA | me |

i

i

T T

*among the SPtc's that can appear in this position are /& g a 43, ms, /¢ and

possibly others.

This chart treats 74 as just another SPtc; for its special characteristics see below.

8.3, Uni | problemati Hel

In addition to the SPtc described above, there is also a morpheme 4e that appears
between Subject and VC, with the meaning 'if".

mo ke 2otoma.. if they have no mother ... (11.3)

peke bwiréra ... if our luck is good ... (30.6)

Clearly, conditionality and irrealis are closely related. This pre-VC 4¢ might be
classified as a Awe-class Verb Particle (4.2), but it freely occurs before the &/we-
class VPtc's; the (other)members of that class co-occur only in circumscribed conditions
It is probably better to set up a one-member class for this 4g with notice taken of its
possible relation to the SPtc. If that relation.is accepted, 4e becomes analogous to farm
classes found in several other Janguages of the area. For Burmese Okell describes a type

of 'subordinate marker' that is "suffixed to either [verbs or nouns]'; other classes of this




sort are the ‘movable particles’ of Vietnamese (Thompson) and the ‘unrestricted particles

of Lahu (Matisoff).

The syllable 2 is variegated and elusive in its function, beth syntactically and
semantically. A first division can be made between the distal demonstrative 21 ‘that'
and what may be called the particle(s) 74 Two particles can be distinguished, both of
them extremely common: a topic-marker and what | have been calling the nominalizing
SentenceParticle.

The topic marker follows NP's;

Topic marker

(22) MiA DA ma vE phé mé
(name) Na be-so 1s father PTC
Mi'a is my father] (266.1)

(23) phré jwina kwi e ké

Thai request for-use country

The Thais asked for some iand. (202.6)

(24) 2a phG 1A DA N3 ka 16 10 d&sind nA
3 child grandchild command go inter 30BV at West

His descendants were told to go bury him in the West. (201.5)

The nominalizing SPtc occurs with both autonomous and non-autonomous clauses:
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Nominalizer ‘
a. with at;tonomous clauses
(25) *a kave 15 1t pa
3 come eat use-up 30BV
They came and ate them all up. (206.2)
(26) the me?ichétd | 2amit 2a mwi | d5 hi dikijna
go-up do fear arrive 3 (name) 3 namesake at house inside
{He] went up and frightened Mi'u's namesake in the house. (242.6)
b. with non-autonomous clauses
(27) dA pé ki?a tskhA ja pa tephre
give TRNCOM 3 muntjac meat one-cif
the person that you gave munt jac meat to
(28) dsve § bd pa
at 1s thresh rice Na
when | was threshing (183.6)
(29) bk?a  phA 0 riApa
at 3 grandmother exist Ra Na

where the grandmother lived (209.2)

Al the present state of knowledge | do not want te insist too much on the function of
£ being nominalization. Concerning non-autonomous clauses with 24, their nominal
nature resides largely in the two characteristics of preceding modified CifP's and of
acting as objects of Prepositions, and 21 seems to be optional in both cases. There are
some examples that show what looks |ike nominalization in the classical sense of ‘that

which §"
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(30) [cha 10 nal ma ?Upé
fight each-other Na be-so who
Who was it who was fighting? (227.4)
(31) ?a chA nA thwd rd 23 kodd na thwa thé
3 clear Na become silver 3 muddy Na become gold
The clear one [container of water] turned to silver, the muddy one turned to
gold. (40.5)
B2 [ s the ?iswa tith  na)] ma ?A tephre ko
dght.-in-law go-up teach constantly Na be-so this one-CLF PRMPT
This is the one you go teach all the time, huh? (220.1)

But we would expect to find nominalized clauses in ather functions as well, such as
object (of verbs like know, believe, see) or subject (e.q. 7hat he arrived late annays me,
Far John ta arrive late would be surprising). Not enough is known about clauses as
arguments of verbs (see 9.3), but they do not seem to requires:

(33) nihb?a®e mo & phe to
hear 3 call mother call Tather NEG

{we] don't hear him call his mother and father, (249.6)

Cancerning autonomous clauses with 24, nounhood is even harder to demonstrate. As
indicated previously, we could place them in the category of nominal sentence, needed
independently for lexically-headed NP's that stand as sentences. The semantic
connection between nominalization and assertion is well described by Matisoff in

relation to the Lahu particle ve, which resembles 74 in many respects:
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From this point of view, every verb occurring in the environment _ + ve +
{,/‘/Pu] would bp considered ‘objectified or ‘reified’. its verbality issetupasa

neutral fact, endowed.with areality like that inhering in physical objects.
Matisoff 1973, 362

Finally, it should be pointed agut that 24 has at least some of the properties of a
complementizer. If 24 is a complementizer, clauses with 74 are to considered to be 5,
and what | have been calling ‘nominalization’ may be better seen as the properties that S
has in common with NP. As Rothstein (1985) points out, NP and S group together in being
the typical argument constituents, while the other maximal projections, VP, AP and PP,
are the typical predicates. To put it another way, VP, AP and PP require external
arguments (in Williams' sense), but NP and S do not (although they are not barred from
having them either). As before, however, we are left with the task of explaining the
functionof 74 in autonomous clauses; or in these new terms, of explaining the existence

and prevalence of independent S's.
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The rubric 'interrogative morphemes’ includes a Sentence Particle, a bound morpheme
best analyzed as a noun, anq one discontinuous constituent of a compound.
Yes-np questions are signaled by the SPtc £ 23 tanA 70 kd

Are you free today?

Question-word questions (WH-questions) are formed with the following question

words:
site what?
me te why?
toate where?
b3 ké té when?
ba CLF té how many?
b te where? (nearby)
ha té how?
d& t8 toCLF € which one?
.. pé who?

27 is the pronoun ‘they, other people, someone', while &, whose only function is to
trigger the interrogative meaningof 27, must be considered a SPtc: e.g. it may follow
the negative, as in 27 m£ o pé ‘who doesn't 100k?. 26 may be considered a bound Noun,

2ite ‘what, anything' being its free equivalent. Most of the other question wards are
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analyzable:
me te verb+Obj-x 'do what - why?
ba CLF té preposition+object as-much-as-what cif's - how many?
bk té preposition+object at what - where?
ha te preposition+object like what -~ how?

d& te teCLF € preposition+object+SPtc

in the ast, the object of & is an NP consisting of N ¢ and CIfP; "what one-cif -
which ene?' (@¥ :ns s not locative)

b7 ké te ‘when?' is not analyzable. #d ¢ ¢€ 'where?' is probably grammaticalized
from an expression including a Resultative V-V with the second verb being #¢ ‘strike,
correct, exactly', as if 'to V exactiy at what?'. Cf. métha 23 t6 b5 t€ ~ méthn £ 23 ¥ &6,
, both 'where did [you] see him?' ¢ must then be a Preposition, perhaps derived from md
‘at, not in sight'.

Note that the sentence-final position of these words is partly due to syntactic
factors; for instance, those that constitute a PP could only be followed by a CIfP at most.
But sentence-finai position is also universally a position of ‘facus’, i.e. not the
background or reference-point established by the Topic, but its complement, the portion
of information to which the hearer's attention is directed. Obviously the question-word
in a question is quintessentially a focus, since it is, in effect, a blank that the hearer is

being asked to fill in.




All question words may have indefinite meaning; in fact it is better to think of
interrogative and indefinite as conditioned variants of a single ‘'meaning’. The indefinite
meaning is triggered by the conjunction/verb ma.e.g.

cwab3ké témaré o go whenever is good: it's good any time

(34 batd” ma si?iche to ?a be phri
how-much be-so fear NEG 3 must buy
However much it is, don't be afraid, he must buy it. {(174.2)

and in other contexts also:

(35) ?a ?é 20jwa lubx t€ 20jwa ka IU to
Wherever he called to them to wait, they didn't wait for him

(cf. 6.3.2, example 9)
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8. Interclausal Syntax

This chapter will first sketch some of the ways in which clauses may be embedded in
each other, including clauses modifying a nominal (9.1.2, 9.2) and clauses embedded as
constituents of other clauses (9.1.1, 9.3); finally we will consider sequences of linked
clauses, with no embedding (9.4).

9.1 Non-autonomous nominalized clauses.

A nominalized clause is any clause followed by 74, or by a CIfP before which 71 can
be inserted. If the nominalized clause is autonomous (in which case there is no following
CIfP), the 74 may be taken as equivalent to an illocutionary force marker, as discussed
above (B.3). If the clause is non-autonomous and has the following CIfP, it is a presosed

atlributive clause; it there is no following CHP | will simply term it an embedoed
chuse.,

9.1.1. Embedded clauses Embedded clauses are typically the objects of prepositions:

(1) bs [Jepu hE nal ma téd 0 pa meé

at Japan come Na be-so fish have DUR PTC

When the Japanese came, there were still [many] fish. (205.3)
(2) te tadwbi[?a 50 nE®a i nal

measure go-onat 3 greenNe 3 red Na

Measure up to where it's green and red. (287.4)




(3) a2 dn lated 1 pha hGlphé ?iro1hé na
3 give instead book skin like father sing say Na

He gave a hide book instead, as Father sang, it's said. (100.4)
PP's containing embedded clauses may occur in all the typical PP functions: Topic as
in (1), Oblique/Locative(Goal) as in (2}, Oblique/Adjunct as in (3). Note that the
embedded clause in (3) lacks 72; mya analysis of it as nominalized rests largely on the
definition of Prepositions as taking NP objects.
9.1.2, preposed attributive clauses.
The idealized maximal form containing a preposed attributive clause (AC) is:
P S na CIfP

If 724 is a complementizer, as suggested above (8.3), this should be revised to
PSCifp

I assume that S-na-CIfP forms an NP, which functions as object of the preposition, so

that the structure would be

Both the Preposition and /21 may be omitted.

Examples without 724
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3-Clfp
(4) 7a% &0 tohe
3 eat fish one-CLF(groups) the anes who were eating fish (198.6)
P=5-CifP
(5) d& thd taphre

at go-over one-CLF(people) the person [who lives] over there (265.5)

| have nothing to say at this point on what the conditions might be that bear on the

presence or absence of 2. I /4 is a compiement izer, there is of course a likely parallel”

inEnglish, as in ¢ book that / read ~ the book ! read The impression that omission of
4 is not of especially great moment is reinforced by examples like the fallowing two,
from a single narrative;

(6" 2a bE ra taba
3 mold beforehand one~CLF(worlds) the first one he made (337.5)

(7) 2abErAnsr DA ba

Na two CLF the first two he made (340.3)
The semantic relation between the AC and the head CIfP can usually be thought of in
terms of a semantic role or syntactic pesition that the (referent of the) CIfP plays in the
AC. In(4) above, the head has the Subject/Agent role; in (6) it has the Obj-x role (Goal?

Patient?). Obj-1 and Obj-2 are also possible:
Obj-1
(8) kajE ds?iphe dA 1G rd nacwathd A
person at Father give 30BV money Na go finish NS

The person who Father gave money to has gone.
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Obj-2
(9) ma|ds{vi|dA pé KkA|vE pdipad na) tabe
be-soP 1s give TRN COM 1sYS IRR Ma one-CLF(tools)

It's the one that I'm going to give to my brother. (11/24)
And relations aoccur that are even ‘more oblique”:

(10) kwa na ma d&*amu lipanakukl3 na tabe
axe Nabe-soat 3 hit nail head Na one-CLF
The axe is the one in whose head he pounded a nail. (252.1)

(‘the one that he pounded a nail into its head")

Here the axe's role in the AC might be characterized as 'possessive’ or ‘genitive’.

As the preceding examples show, there may or may not be an element (usually a
pronoun) present in the AC, marking the position that relates to the head. If the head
relates to Subject, there is generally a pronoun in that position in the AC, as in (4); cf.
also 27 € to tahe ‘the group that's not good' (271.2). If the head relates to an Object,
there usually is no pronoun in that position, as in (6-7, 9).

Embedded clauses as locatives A distinct subtype of nominalized clause that should

be mentioned occurs in Locative expressions. Most simply, and quite commonly, these are
of the form [pp ds V (na)], where V is any of the Type B Directionals (4.2.1.2) (with the

probable exception of #4and fa¢2). Usually ‘' __ there' is a good translation:
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ds the na up there
d& nd nA inthere
d% tho nA over there

These can be viewed as an abbreviation of o¥ a4 fat/7 where the nominalized
clause ¥4 modifies a CIfP headed by kJa 'side, direction’. A more explicit syntactic
analysis might have empty categories representing the semantic connections, e.g:

(D [ppdslyp lse| the |ej naj takjéj]]

rep

Here e isa Suﬁject pronoun with indefinite or arbitrary reference, and ej is the

Locative expression, indicating by its indexing the role that the modified head fak/a

plays in the embedded sentence. An extremely literal translation reflecting this analysis

might be ‘at the directionj in whichj one; ascends'.

That these expressions are true clauses is demonstrated by their ability to contain

constituents’ in addition to the verb:
d% 1e Thoka hi na down there at Thoka's house
d& the d3 du up there at the big village

And nominalized clauses can have Locative meaning without containing a directional
verb:

(11) te tadw bk?a s0 nE?a li nA
measure onward at 3 green Ne 3 red Na

Measure up to where it's green and red. (287.4)

351




This simply points up the fact that the minimal ‘Locative clauses’ described above are

a subtype of nominalized clause. it is convenient to give them a separate description, but

there seems no need to distinguish them formally.

9.2 postoosed attributive cl

Attributive clauses following a noun often consist only of a single verb, ‘adjectival’ or

action:
p3Ci du
bé 2u bui
di chwi
kajE vi

1é de

big cea/

thin cloth

cold coaked rice

person who drives, driver

place to put [stg]

The postposed clause may contain other constituents:

VPtc: Jiswi hE chilw

s(pla €3 dw

Obj-x: pané cwi ?itha

Subj: thwa kimi thi

chwi phichi ?a

curry+hot+excessive - curry that's too hot

rope+tierown-accord - self-tying rope [a
magical object] '

buffala+pull+plow ~ a buffalo to pull the
plow

cat+tail+long ~ cat whose tail is long,
long-tailed cat

chili+ mosguitorbite - mosquito-bite
fevers malaria

doctor+inspect+good -~ doctor who examines
well
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SPte kajE pa tha pa person+cut+sesame+|RR - people who will
harvest sesame

kajE mo 2o tn phe 20 to people without mother or father

PAC's tend to be distinctly shorter than their preposed nominalized counterparts, the
vast majority containing at most five morphemes. It is not yet clear whether this is best
stated as a formal restriction, and if so what exact farm the restriction should take. It
does seem that NP arguments have an upper limit of one.

The modifier of the abstract noun /¢ ‘place/thing for V-ing' (6.2.1) is a type of
postposed AC. The construction headed by /& may also modify a preceding noun, giving /8
some of the flavor of an attributive marker:

khrw 1€ b3 thé  machine+lé+weave+cloth - loom

swamo 1€ 0ja ' friend+happy+1e+laugh - a happy friend to laugh with .

Any postposed AC has an equivalent preposed AC, although the modified head must™
differ: noun for the former, CIfP for the latter, e.q. 43/ vi mirakd (postposed), 22 vi
marakd (nn) taphre (preposed). The question arises of the semantic or rhetorical
difference between the two. Definiteness is a factor: in this case, the preposed
construction would most likely be translated with the definite article, 'the person who
. drives (the) car(s). The postposed version could have the same translation but could also
be indefinite: 'a person who drives, a driver’, The postposed construction is more

susceptible to the connotation of purpose, as in ‘a person to drive’, cf. also ‘buffalo to
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pull the plow’ above. A third point is that only postposed AC's are found in lexicalized
compounds:

tétabd tha 20 pencil+water+have - pen

chwi béseplo be chill+face+yellow - jaundice

chwi phichi ?4 mosquito-bite fever: malaria (cf. above)

Lahu has a similar distinction between preposed and postposed modifying clauses;
Matisoff suggests that the postposed variety ('RRC', right relative clause) ‘ascribes some
more or less permaneni guality ' (490; italics in original). However permanence is not
essential in the Kayah equivalent; e.g. pre 727 'the person ordering' can simply pick out
the speaker of a command, whether or not that person is characteristically or habitually
a commander. What is more important is the different types of nominals that the two
types of AC modify; in particular the difference in discourse-pragmatic status between
common nouns and classifiers, A unique feature of classifiers (apart from time
classifiers and others that do not count any common noun) is that they cannot be used
unless some antecedent (in a non-technical sense) is available, whether in the linguistic
cortext or the real-world setting. E.g. | can use the expression 24" famé ‘this one' only if

2 is in view or has been mentioned. Classifiers, then, are ‘given’ or ‘evoked’,

some house
but in a special sense: while the common noun may have definite reference, it may also

merely name a category, or which the CIfP picks out a specific instance(s) or member(s).

The consequence is that preposed AC's are part of an NP that is by definition ‘given’, in
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the sense described; while the NP including a postposed AC has no particular inherent

pragmatic status: it may be ‘given’ or not.

9.3, Clause as argument of verp

9.7 1._Clausal Objects. The perception verbs m&ti and 743 can take a clause as
Obj-x:

(12) métha [Don phé kal to na

see (name) father come NEG NA

{I] haven't seen Do'a's f'ather come back. (316.4)
(13) neméthamo [PhéluidumehlG *A ] to

2 see happy (name) do like this NEG

You are unhappy seeing P. act like that; seeing P. act like that make you unhappy.
(11/21)
(14) nihd[?a 2¢ md 2é phé] to
hear 3 call mother call father NEG

{we] don't hear him call his mother and father. (249.6)

The bracketing given, in particular the exclusion of ¢ from the embedded clause, is
arrived at in (13) and (14) by common sense, which dictates that the negation must apply
to the matrfx clause. If it applied to the embedded clause we would get We heard him
not call his mother and rather , which does not make sense, and You are h3a0y not seeing
P act Jike that, where the context makes it clear that it is a case of P. acting in some

way and the addressee being unhappy about it. Both possibilities would be all right in
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(12) (the other being / see fthat/D’s rather hasn't come back), but | follow the bracketing
as in (13-14) out of consistency.

The most remarkable aspect of these clausal arguments is that they usually, perhaps
always, are not terminated by 21, This poses a serious problem for the analysis of 71 as
a complementizer, since clausal arguments are a prototypic function of 3's. Certainly
more research is needed on clausal arguments; for the time being it can be said that they
are nowhere near as widely used in Kayah as in more familiar 'anguages: this section is
in effect concerned with the subcategarization features of three verbs only.

The third verb with this feature is g/5 ‘encounter some bad event'; like the
perception verbs, it takes either NP or clausal Obj-x:

(15) ne?ire to chapa ma ne nja “kwa ni
you work NEG soon be-so you encounter stick PTC
[if]you don't wark you're going to encounter a stick, now! (11/9) .
[i.e. you're going to get a beating]
(16) ne si npja  [lokhriipd ] mé
you want encounter car  bump PTC

You're going to have a collision! (11/9)

The Obj-x in (16) consists of Subject NP /g 4#4rw/ and verbps.

9.3.2, Clausa) Subjects? There are occasional examples that appear to have a clause

as Subject, or perhaps Topic.




(17 [2a sitare)se? kA 0 tocy to
3 ashamed useful COM 3 one-CLF(sorts) NEG
Being ashamed isn't a2y use to himl (265.1)

(18) [ b ka bsrakhunané?a ké naltwd kA né ke
weave stripedat 3 top NA Ne 3 base Na pretty COM Ne PRH
Weaving it striped at both ends might be pretty. (277.3)

(19 [Pa ka nd tol20 A nA 1€ A

3 come at-all NEG have NS two month NS
He hasn't been back for two months. (2/20)
Here again 71 seems not to be required. Indeed, we cannot rule out the possibility
that these may be seguences of autonomous clauses; e.g. ‘he hasn't come back; it's been
& -

two months',

9,33, Quotatives The pattern for reported speech (or, less commonly, reported

thought) is

SNP, hé (rA) NP, nA

where S is a clause reprezenting the quote, the reported speech; NP, denotes the ii«

speaker of the quote, the person who uttered S; /¢ is the verb 'say'; and NP2 denotes the

hearer of the quote, the person to whom S was uttered. Examples:

(20) {ne chd mAphré tESethuphé]»ahé na
2 fight PTCShan PTC (name) 3 say Na
‘Attack the Shans, Sethwphel' she said. (353.1)
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(21) {do phrEphréterd 20 chwachwalhé ri®a povE du 1& na tLohe
beat fast  go-ahead blow strong say Ra 3 sibling big CMP that one-CLF
‘Beat [the drums] fast, go ahead and blow [the fiutes] loudly,’ he said te his
older siblings. (54.6)
(22> ma si % ma 2 kAdwu pa tamjd
be-so want lucky be~-so have COM self DUR one-CLF{kinds)
si  thwd@?o kA dw pa tacy] ?a héra 2a 1A nA
want lucky have COM self DUR one-CLF(kinds) 3 say RA 3 grandchfld Na
‘fyou] will be lucky of your own accord; [you] will be fortunate on
your own account,’ he said to his grandchildren. (88.6)
(23) [chapa °u jui?e vE to he VvE 20 kE dwa A ]
soon 3 believe 15 NEG LEST 1s have different-place self PTC
a ré ne kA na
3 should think COM NA
He should think, ‘Soon nobody will trust me and I'1) be an outcast,’ (but he

probably won't). (313.2)
Several analyses of this pattern are possible. One might wish to see the quoted S as
a constituent of the clause whose mainverb is /€. Since /€ usually has a Subject,
representing the speaker of the quote, the preceding S might be a Topic. However this
would be pragmatically incongruous: the usual function of a Topic-Comment pattern is to
take the Topic as the starting point or background to the infarmation contained in the
Comment, which is why the Topic must be in some manner given, activated, recoverable,

etc. But the point of the quotative pattern is not so much to identify the speaker of the

358




quote as to convey the contents of the quote; indeed the quote is always ‘new’, and this
alone would be enough to disqualify it from being treated as a Topic. Furthermore the
following clause with /¢ nearly always has a pronominal Subject or none at all, and is
usually uttered weakly. [t has some of the feel of an ‘afterthought’, particularly in
legendary narratives, in which virtually every sentence ends with a muttered /¢ 74 or
27 hé na. 1t may well be on its way to grammaticalization as a quotative marker.
Looking back to its historical source, we may speculate that the guotative patternisa
vestige of verb-final syntax: the quoted S would then have originally been a clausal
Object of the verb /8. This may not be as contradictory as it appears: the evolution
would be from verb preceded by clausal Object to independent clause followed by
reduced;clause afterthought, the main reanalysis being the shift of main-verb status

from /2 to the verb of the once-embedded clause.

2.4_Clause sequences and /7.

/ma is a verb meaning ‘be so, be true', It occurs in the criterial verb environments:
m3a A ‘it's so, yes' (cf. Thai chd) léew), ma to 'not so, no' (Thai md) chdy). There is also
a more expanded pattern which can be symbolized [X 723 Y], where X and Y may be NP, PP,
or S (or possibly 5, since /1 is frequent in the slot S _ /).

When both X and Y are NP's /73 has the flavor of a copula;

(24) ?Aho ma ?ilu This is an tlu, (47.1)
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(25) bo 16 madkiwimd na2alé?e ds?a ki  na
banana-heart bananaplant Na 3 have at 3 inside Na
‘Bo-10’ is a banana plant; the ‘10’ is inside it. (298.1)

(26) pema koje i phii cé
I1s  Kayah red child real
We are genuine Kayah. (1p.3)

(27) ne tephre matekli nara phé na
2 one-CLF  turtle sinonly Na

Youlrs] i3 a sin involving turtles. (173.2)

As (26) shows, the relation between X and Y is not one of simple equation, but has a
value that can only be called Topic-Comment: ‘as for you, it's a turtle sin. Chaocitesa
very similar example in Chinese, &2 547 ge Aiben nyuren, which is not 's/he is a Japanese
woman'’ but ‘as for him, it's [his secretary is] a Japanese woman'. It is important to note
that the order of X and Y cannot be reversed: ¥ is the thing in evidence, the word to be
defined, and Y is the information supplied that i< relevant to X,

It might seem that in this expanded pattern/za remains a verb, with X its Subject and
Y its Object. There isa serious difficulty in this view, though, since [XmaY) fails to
meet the definition of the clause: it cannot end with the negative Zo. The way to negate.
statements like (24-26) is Xma fg, where it is very difficult to have anything between
maand {o | write X/ma to since the pre-ma constituent must still be given, mentioned,
in evidence, etc. But most commonly this X has atttained that status by having appeared

as the ¥ constituent in a preceding [X/m2 Y] pattern. For example
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(28) A: ?ama?ilu B: ?flimato (*?a ma ?ill to)
A Thisisanllu B: [t'snotanilu

Thus if we were to represent the statement-denial exchange as a single pattern, it

would be [Xma Y, Yma o).

When either or both of X and Y are S or PP, several subtypes can be recognized, all

related in meaning:
Tapic-Comment
(29) thAi?onamakajé  ?ijEtd phro bda thwd tha 20 nA
pond Na  person jump fall cave-in then become pond Na
The pond, now, a Iperson jumped so that [the earth] caved in,
and it became a pond. (1645)
(30) SG 7a phé teds LE mdkhimavaple?a to
(name) father ‘s at creek dark 3 ear bite arrive
So's father's, at Dark Creek, [they] ate [everything,] even the ears
fof grain]. (182.4)
Setting
(31) d& nj@ nama?i chd 1l nA
at long-timeNa 3 fight mutually Na
Long ago, they had a war. (230.2)
(32) ds»a 1@ nama?akd *0 rA
at Junderneath Na  hole have hA

Under it there was a hole. (212.2)
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Antecedent-Consequent
(33) vEke pul i jokhro tadd mave ¢ IGls  khe tekja

I1s if catchget rat one-CLF |s tie dangle leg one-CLF

If 1 cancatch one rat, I'l] tie it up hanging by one leg. (182.10)
(34 b6 re toma®d do

rice good NEG  1s-humilific abstain

Because the crops aren't good, I'm fasting. (175.1)
Intecrogative-Indefinite
(35) n3?erAité ma r

use Ra what  good

Whatever you dse is good. (91.4)
(36) baté”  masi’iché to ?a be phri

how~much fear NEG 3 must buy

However much it is, don't be afraid, he must buy it. (174.2)
The basic meaning of [X/72 Y] can be put as 'given X, Y is pertinent’. In all the above
types the X is taken for granted, recoverable, presupposed, etc., while Y is the relevant
information, the consequence. Even in English, Topic-Comment, if-then, and time-event

can overlap:
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(37) makehé koj¢ néma ta sijo chalé phé
if say person part  shouid care-for honor only
ma bé némahé c& pa to A
rice part  say abie DUR NEG PTC
If you're talking of people, they must care about honor; as for rice-plants, you
can't really say [anythingl. (175.5)
or As for people. .. (Topic~-Comment)

or When it comes to people. .. {time)

It should also be pointed out that (37) is quite typical in the muitiple use of ma
Kayah discourse of all genres is generally peppered with this morpheme, which is one of
the most common in the language, and often seems to function as little more than a
pause-filler.

In (35-36) question words are given an indefinite reading by their appearence in the X
constituent of the /ma-construction. This is also consistent with the general meaning of
the ma-construction. The question word in ap interrogative sentence is a non-Topic, a
‘focus' virtually by definition, as | mentioned in 8,3 above. Appearence in the X
constituent, which is by definition ‘topical’, can be said ta cause the question-word to
have its non-interrogative meaning.

mas in (28-37) has much of the quality of a conjunction, specifically one jeining
clause with clause or else Topic with clause. Even in (24-27) it is a rather peculiar verb
since it seems to take Subject and Object in positive sentences but Subject only in

negativesentences.




Classing/m in its ‘conjunction use’ as something other than a verb would allow it to
join several other connective morphemes, some of which indeed seem to include 772 as a

constituent; ameng them are:

boa ~ bo ra and then

ra (?7) unmarked pause

mané but (perhaps < 'be so’ + ‘and, with')
toima otherwise; if not for X, then Y

loima consequently, if..then, whenever...then
néka (similar to preceding)

NAND -

These can be opposed to the Class B and C SPtc's, with which they are mutually
exclusive, for the most part. The morphemes listed above may be called ‘nonfinal
particles’, since part of their function is to signal that the clause they terminate is a

nonfinal member of a sequence,

364




Footnotes

Chapter |

1. The first syllable of both words is probably the same obscure element found in
other body-part terms; see 2.2,

2, 'Karenbyu'; evidently a speech of westernKarenni and distinct from Sgaw, the latter
being known in Thailand as a7y #haaw, also meaning ‘'white Karen' . !

3. However Smalley does not use the term 'mihor syllable',

Chapter 2

1. Aparallel canbe seen in Chinese  ziand er, whose root meanings are both
‘child', but also occur in reduced form as essentially simple markers of noun-hood
er even loses its syllabicity, being realized as retroflexion, plus other
modifications, of the vowel of the main syllable to which it is attached.

2. Part of the Kayah femaie costume, consisting of large numbers of rings made of
1acquered twine, gathered around the knees.

3. These two roots could result from a pre-Karen aiternation of final nasal and stop,
as *»don and “?dok; other examples of this type of alternation can be found
elsewhere in Tibeto-Burman,

Chapter 3

1. It is further possible to distinguish the price as value (e.q. //ve ab/lars) from the price
ascurrency (e.g. & twenty-abllar gold piece ), as pointed out in Fillmore 1972 (72),

2. It is true that the latter response might not be so odd given the proper
circumstances: if the speaker and hearer are aware that crocodiles are part of an
exhibit or something else to which admission might be charged. But it is fairly
clear that such special circumstances are not encoded in the lexical meaning of
See,

3. Fillmore (1971) treats the sentence 7%e réam Js warm as having a Locative
Subject; which would imply that the verb (e warm specifies Laocative and no
other role. But it seems equally possible to analyze warw as taking a Patient
role like other stative adjectives, The fact that roon7 may have a Locative role in
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other sentences need not be relevant. An analogous case is 7 in JLohn died,
which has the Patient role regardless of the possibility of its occurring with
other roles, such as Agent in 47 worked

4. These remarks oversimplify, in that grammatical morphemes like prepositions can
have characteristics that fall between the clear cases represented on the one
hand by pure case-markers that always mark case and are the only or the
predominant means of case-marking, and on the other hand by items like #rom
that have a constant, role-related value. Examples are the Particle members of
English verb-particle idioms like rejy on, look yp, Jook for, which have little or nt
semantic content of their own but seem to serve principally as markers of the
Object argument of the complex verb. There are also prepositions that have a
‘core’ value along with varying specialized values in conjunction with certain
predicates; e.g. of usually indicates genitive, but it has different, specialized
value in expressions \ike rwle of fiirn, nice of Him, and so on.

5. However, O’'Connor (1986) argues that, for Northern Pomo at least, it s an
oversimplification to view the morphemes in guestion as marking semantic roles
only.

Chapter 4

1. Chao in fact allcws himself to have it both ways: although he speaks of 'Verbs tha
are used as Coverbs', and refers to constructions with Coverbs as an example of
‘Verbal expressions in series’, he alsg discusses Coverbs as a distinct form class
('K, pp. 749-673, and refers to Coverbs that have full-V analogs as cases of
'tlass overlap'.

2. pe however is undoubtedly cognate with Burmese ge/ and Lahu o7, which are
synchronically verbs; cf. alsoMikir g7, Miri £, and Dulong (He dialect) b/55 all
‘give’. The full verb 'give’ in Kayah is represented by a distinct morpheme @4’
(etymology uncertain). ‘

3. ¢ha kw7 "drum-fragments' is a N-N compound functioning as (Direct) Object. It
might seem that '(be) fragments' is also a kind of result expression, but it is not,
at least not grammatically. A closer translation might be ‘he broke off a few
drum-fragments'.

4. Angther sort of deixis is denoted by the locative Prepositions; see Chapter 7,
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5. See 4.3.4 below for a set of exceptions te this; they are, however, Locatives
specified by non-verbs.

6. Here me might be better translated as 'do (stg) to (sbdy)'’; cf.
a me nd W tock to
3 do at-all 30BV one-CLF(sorts) NEG
He didn't do a thing to her. (78.2)

7. The fact that the negative f¢ is a Clause Particle, and so not a constituent, of the
VC, adds a slight complication: the latter structure should really be [[{de sipl>
[cwa cg]] tol, which would be expected to mean ‘not decide to be able to go'--but
that reading is not possible either.

B. More accurately, /£ temporally precedes 20 mA k/£, while 20 mA and £/c are
aiternating actions. However both temporal precedence and alternation count as
values of a Sequential V-V.

Chapter 5
1. This is a weaker type of evidence: while monoclausal structure would be likely to

have this sort of restriction on expression of the first verb's Object as an effect,
it is not impossible that a biclausal form might produce the same effect.

2. What is needed, but so far unavailable, is an examgie of the form
?3; [ppy V VI VE () Xj (..). If it can be established that the intervening

non-third-person NP does not black the obviation relation in simple sentences,
and if X here = /z, it would establish that X is accessible to obviation, hence in
the same governing category (sclause) as 2z
It should also be pointed aut, concerning example (6), that the free reference of »2
7€ 'his body, himself* does not prove that 2z 7€ and the (matrix) Subject 27 are
in different governing categories. Consider the putative underlying structure:

2and _—e[;echii?ane]

In the reading with 22 ¢ coreferential with the matrix Subject, there would
presumably be an empty Subject of the ‘lower' clause, and 22 /€, being disjoint in
reference with that lower Subject, ought to be the obviative /z All that is
demonstrated by this is the need for further research.
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3. The phenomena covered by predication theory include not only the infinitival
clauses being discussed, but also constructions involving the other three phrasal
categories He afe the meat raw, | dub you.a Tenderfoot Scoul, etc. For these
likewise there are analyses involving PRO (e.g. He ate the meat [ PRO raw ]) and

analyses without it. Predication theory does not necessarily rule out use of PRO:
thus Williams has the predication theory index the S containing PRD. But neither
does it require PRO: Culicover and Wilkins replace PRO-sentences with VP's
indexed by predication; LFG does essentially the same but the VP's are further
said to bear the grammatica! ‘function’ (=relation) XCOMP and to have their
subject determined by ‘functional’ (as opposed to anaphoric) control.

4. It would be possible, as a thearetical innovation, to allow phrase-level categories
(in this case, the VC) to have subcategorization features. Far example,
Generalized Phrase Structure Grammar allows phrasal categores--i.e. nodes of
trees--to be notated with various features, which could presumably include
subcategorization features. Cf. also Kayne 1984, in which the intermediate-level
category V is said to be capable of taking a PP complement when dominating the
proper verb; e.g. [[[keep’]v money]v[in the box]pplvp. In that case either the verb

keecp will have to pass its subcatgorization features up to the V xeep money, or
else the verb’s subcategorization domain will have more than strictly local. An
equivalent cancept is provided by the notion of ‘complex logical structure’ of
Nuclear/Core junctures in Foley & Van Valin 1984,

5, More specifically, in Vietnamese the structure both before and after the
application of the transformation are acceptable surface structures, where in
Kayah the before-application structure is blocked.

6. AResultative V-V withse ‘do, do to' as first verb would be the closest semantic
equivalent in Kayah to the morphalogical causative.

7. Baker's framework would actually involve an extra wrinkle. For varigus reasons,
stative verbs are said to occur in underlying structures with an Object but no
Subject, the Object NP then obligatorily moving to Subject position. This makes
no difference; in fact it reduces the argument to the question of subcategorized
sentential objects only.

8. For the former point, cf. Hoekstra et al. 1980 on the notion that ‘The
subcategorization domain of a V can be invaded by adverbial phrases...’ (p. 37,
note 86); for the latter, see Culicover & Wilkins.




9. ‘External argument' is more or less the equivalent of deep-structure subject;

10.

12,

13.

14,

15.

16.

turning an adjective into a verb adds a new external argument and makes the old
external argument internal--i.e. the Object. The fact that the name of the rule
includes an instance of the rule's application (the derived verb /nfernalize) is due
to Williams; the pun is presumably intentional.

This does not negate the observations made at the end of 4.2.4, concerning the
tendency for V2‘s in Resultatives to denote 'intrinsic processes’ while V2's in

Descriptives denote ‘intrinsic states'. If it turns out to be possible to capture
this distinction as a lexical feature of the verbs in question, then we could have
the presence of that feature of V, trigger the [-mp] specification of the V-V.

This would have the desirable result of further reducing the possible ambiguities.

. Carrier-Duncan’s lexical entries also include distinct specifications of both
. argument structure and syntactic valence,

The argument type of the second argument may still be available to the
semantics; this would help account for the understanding of the Obj-x of «& p/i
cwipu'l whip the ox to make it pull stg' as being in a sense both the whipped and
the puller, although morphosyntactically it can be only a Patient.

More precisely, one of the two Obj relations should be specified as optional, in
order to allow for Directives where the second verb is a V; (v& o cwd 23| let

him go', etc.). The salient point here is that it makes sense to attribute the
possibility of the Obj-1 relation to features of the Directive verb.

This semantic-role label is used for purposes of illustration anly.

The theory described in Wilkins and Culicover 1986 does allow a single
constituent to have more than one semantic role, but the single constituent ‘may
be assigned at most one role ... BY A GIVEN VERBAL ELEMENT.' (123, emphasis in
original) It is not clear to me whether a compound verb counts as one or two
‘verbal elements’ in this theory.

It does not change things if Sequentials are analyzed as head-final, as suggested
previgusly. The Sequential example could then be mv/d Aathe ‘take stg and go up
[with it], which is V|-V, and takes an Obj-x that realizes the Patient argument of

vy

369




370

Chapler 6

1. Notes on these verbs:
Lo 'feed, raise’; usually applied to feeding animals only, its typical Obj-2
argument being c¢/e ‘animal feed'. Exception: the elaborate expression toghd mi
meé feed children and nourish wife',
cf. k€ 20 paner ko€ thi ‘give buffalo/“people water to drink’; uncertain
whether to treat as Res or Drv V-V.
#iswd 'teach, study'; polysemous, with the following characteristics:
13, #iswa NP learn NP
b. siswa V (NP) Jearnto V, learn to V NP (a Quasi-modal V-V?)
2a. 7iswa NP, NP, teach sbdy(NP,) stg(NP,)

b. #iswa VNP NP,  teach sbdy(NP,) to V stg(NP,)

(aDirective V-V)
bule ‘exchange, trade'. Cf. also:
pe bule la hnca ‘we trade clothes' (10/31); i.e. ‘we exchange clothes with each
other', with reciprocal Particle /d
23 bule vE né hnca ‘he gives me clothes in exchange for it' (id.)

2. Describing construction of the #//Z ritual post (see Lehman 1967). go, here
rendered ‘finial’, is an elaborate structure of carved wood and bamboo that
surmounts the #//; the word also means ‘pen, coop, corral’,

3. ¢e 2 'things exist--be wealthy' is best considered a Subject-Predicate compound
with no other specified arguments. Even the simple verb # ‘exist, be, have' is
specified only for Patient (the thing existing) and Locative, realized as Subject
and PPz(with ds/bs/md ). In the meaning ‘have' the possesor is realized as a

preposed modifier of the Subject, e.g. ¥£ rw/ 20 'my money exists - | have money'.

Chapter 7

1. There are exceptions, such as Zuspé 'mute Lw'. However it is not clear whether
to consider a¢ here to be a true modifier (e.g. if mute Lw is distinguished from
others named Lw) or part of the name,

2. An exception to this is the morpheme /¥, otherwise aDescriptive VPtc ‘'more,
than'. Num,+CIf+ /¥ means ‘over x CIf's’; e.g.

0 20 pE khwe 1% there's over S baskets of rice (2/1)
SInE 20 khu nA je /¥ there's over 200 guns (c)
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mu sé swa /¥ after 6 o'clock

Note the minimal pair:

70 50 swa tamid I¥  be there over 7 hours

20 /¥ 56 swd tamei there's 7 hours remaining

Thus /4 can be considered a postposed modifier, although since it is not
otherwise averb this construction is exceptional. It is undoubtedly a loan from
Shan, the Thai cognate being the verb /yz ‘be left over, remaining, in excess of
what is needed’ (Haas).

3. bd charefers to the practice of divining by inserting splinters of wood into holes
in the leg-bones of a chicken,

4. 4 may be related to the first element in the Descriptive Particle 484w ‘take
sbdy to V, show the way to V'. Even more speculatively, there may be a
connection with &£ 'stick ta, get on', as in femw b€ k610 'dust gets in your hair';
the semantic connection would be via 'stick to—be attached to--be attached
emotionally in friendship'.

5. Assuming that the numeral modifies the classifier, this ordering rule might be
taken to indicate that civi~chd and Je are verb-like, since verbs ,
characteristically follow what they modify (the verbal nature of swa has already
been seen). '

6. Data on the productivity of sw& is lacking, but my guess is that e.g. £ swa ‘five
doubled' or %24 sw ‘two doubled' are impossible.

Chapter 8

1. This is far from being the last word on the behavior of 43, as the following

examples indicate;
(3 kajc [p2 tha na Jtehe <2omA divE hi p3

person cut sesame NA one-CLF sleep at 1s house IRR

The sesame-harvesters (people who wi// cut ses.) will sleep at my house.

(11724)

(b) kajE [pa tha na] tahe p3 20 mA d& vE hi pa

The sesame-harvesters (people who are cutting ses.) will sleep at my house.

(id.)

The latter indicates that @ can be in construction with NP; or possibly that 4g/&
23 tha na tahe is more like a clause containing a CIfP than like a CifP modified
by a preceding attributive clause.
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Chapler 9
1. These examples contain overt Locative expressions, but as Obj-x rather than PP,
In an autonomous clause they would be more likely to be /e @ 7#dkd hi and

the a¥ di au; | have at present no explanation of this,

2. or some other of the types of object lexically associated with m&see 7.3).
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