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Preface

Through the history the man has always hoped the boost of three main characteristics: physical, metaphysical
and intellectual.

From the physical viewpoint he invented and developed all kind of tools: levers, wheels, cams, pistons, etc.,
until achieving the sophisticated machines existing nowadays.

Regarding the metaphysical aspect, the initial celebration of magical-animistic rituals led to attempts, either
real or literary, for creating ex nihilo life: life from inert substance. The most actual approaches involve the
cryoconservation of deceased people for them to be returned to life in the future; the generation of life at the
laboratories by means of cells, tissues, organs, systems or individuals created from previously frozen stem cells
is also currently aimed.

The third aspect considered, the intellectual one, is the most interesting here. There have been multiple
contributions, since devices that increased the calculi ability as the abacus appeared, until the later theoreti-
cal proposals for trying to solve problems, as the Ars Magna by Ramon Lull. The first written reference of the
Artificial Intelligence that is known is The Iliad, where Homer describes the visit of the goddess Thetis and her
son Achilles to the workshop of Hephaestus, god of smiths: At once he was helped along by female servants
made of gold, who moved to him. They look like living servant girls, possessing minds, hearts with intelligence,
vocal chords, and strength.

However, the first reference of Artificial Intelligence, as it is currently understood, can be found in the proposal
made by J. McCarthy to the Rockefeller Foundation in 1956; this proposal hoped for funds that might support
a month-lasting meeting of twelve researchers of the Dartmouth Summer Research Project in order to establish
the basis of the, McCarthy-named, Artificial Intelligence.

Although the precursors of the Artificial Intelligence (S. Ramon y Cajal, N. Wienner, D. Hebb, C. Shannon and
J. McCulloch, among many others), come from multiple science disciplines, the true driving forces (A. Turing,
J. von Neumann, M. Minsky, T. Godell,...) emerge in the second third of the XX century with the apparition of
certain tools, the computers, capable of handling fairly complex problems. Some other scientists, as J. Hopfield
or J. Holland, proposed at the last third of the century some biology-inspired approaches that enabled the treat-
ment of complex problems of the real world that even might require certain adaptive ability.

All this long and productive trend of the history of the Artificial Intelligence demanded an encyclopaedia that
might give expression to the current situation of this multidisciplinary topic, where researches from multiple
fields as neuroscience, computing science, cognitive sciences, exact sciences and different engineering areas
converge.

This work intends to provide a wide and well balanced coverage of all the points of interest that currently
exist in the field of Artificial Intelligence, from the most theoretical fundamentals to the most recent industrial
applications.

Multiple researches have been contacted and several notifications have been performed in different forums
of the scientific field dealt here.

All the proposals have been carefully revised by the editors for balancing, as far as possible, the contributions,
with the intention of achieving an accurately wide document that might exemplify this field.
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A first selection was performed after the reception of all the proposals and it was later sent to three external
expert reviewers in order to carry out a double-blind revision based on a peer review. As a result of this strict
and complex process, and before the final acceptance, a high number of contributions (80% approximately) were
rejected or required to be modified.

The effort of the last two years is now believed to be worthwhile; at least this is the belief of the editors
who, with the invaluable help of a high number of people mentioned in the acknowledgements, have managed
to get this complete encyclopaedia off the ground. The numbers speak for themselves: 233 articles published
that have been carried out by 442 authors from 38 different countries and also revised by 238 scientific review-
ers. The diverse and comprehensive coverage of the disciplines directly related with the Artificial Intelligence
is also believed to contribute to a better understanding of all the researching related to this important field of
study. It was also intended that the contributions compiled in this work might have a considerable impact on
the expansion and the development of the body of knowledge related to this wide field, for it to be an important
reference source used by researchers and system developers of this area. It was hoped that the encyclopaedia
might be an effective help in order to achieve a better understanding of concepts, problems, trends, challenges
and opportunities related to this field of study; it should be useful for the research colleagues, for the teaching
personnel, for the students, etc. The editors will be happy to know that this work could inspire the readers for
contributing to new advances and discoveries in this fantastic work area that might themselves also contribute
to a better life quality of different society aspects: productive processes, health care or any other area where a
system or product developed by techniques and procedures of Artificial Intelligence might be used.
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INTRODUCTION

With the increasing demand of multimediainformation
retrieval, such as image and video retrieval from the
Web, there is aneed to find ways to train a classifier when
the training dataset is combined with a small number of
labelled dataandalarge number of unlabeled one. Tradi-
tional supervised or unsupervised learning methods are
not suited to solving such problems particularly when
the problem is associated with data in a high-dimen-
sion space. In recent years, many methods have been
proposed that can be broadly divided into two groups:
semi-supervised and active learning (AL). Support
Vector Machine (SVM) has been recognized as an ef-
ficient tool to deal with high-dimensionality problems,
a number of researchers have proposed algorithms of
Active Learning with SVM (ALSVM) since the turn of
the Century. Considering their rapid development, we
review, in this chapter, the state-of-the-art of ALSVM
for solving classification problems.

BACKGROUND

The general framework of AL can be described as in
Figure 1. It can be seen clearly that its name — active
learning — comes from the fact that the learner can
improve the classifier by actively choosing the “opti-
mal” data from the potential query set Q and adding it
into the current labeled training set L after getting its
label during the processes. The key point of AL is its
sample selection criteria.

AL in the past was mainly used together with neu-
ral network algorithm and other learning algorithms.
Statistical AL is one classical method, in which the
sample minimizing either the variance (D. A. Cohn,
Ghahramani, & Jordan, 1996), bias (D. A. Cohn, 1997)
or generalisation error (Roy & McCallum, 2001) is
queried to the oracle. Although these methods have

strong theoretical foundation, there are two common
problems limiting their application: one is how to
estimate the posterior distribution of the samples, and
the other is its prohibitively high computation cost. To
deal with the above two problems, a series of version
space based AL methods, which are based on the
assumption that the target function can be perfectly
expressed by one hypothesis in the version space and
in which the sample that can reduce the volume of the
version space ischosen, have been proposed. Examples
are query by committee (Freund, Seung, Shamir, &
Tishby, 1997), and SG AL (D. Cohn, Atlas, & Ladner,
1994). However the complexity of version space made
them intractable until the version space based ALSVMs
have emerged.

The success of SVM in the 90s has prompted re-
searchers to combine AL with SVM to deal with the
semi-supervised learning problems, such as distance-
based (Tong & Koller,2001), RETIN (Gosselin & Cord,
2004) and Multi-view (Cheng & Wang, 2007) based
ALSVMs. In the following sections, we summarize
existing well-known ALSVMs under the framework
of version space theory, and then briefly describe
some mixed strategies. Lastly, we will discuss the
research trends for ALSVM and give conclusions for
the chapter.

VERSION SPACE BASED ACTIVE
LEARNING WITH SVM

The idea of almost all existing heuristic ALSVMs is
explicitly or implicitly to find the sample which can
reduce the volume of the version space. Inthis section,
we first introduce their theoretical foundation and then
review some typical ALSVMs.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.




Figure 1. Framework of active learning

Active Learning with SVM

Initialize Step: An classifier h is trained on the initial labeled training set L
step 1: The learner evaluates each data x in potential query set Q (subset of or whole
unlabeled data set U) and query the sample x* which has lowest EvalFun(x, L,
h, H) to the oracle and get its label y*;
step 2: The learner update the classifier h with the enlarged training set {L + ( x*,
y )k
step 3: Repeat step 1 and 2 until stopping training;
Where
> EvalFun(x, L, h, H): the function of evaluating potential query x (the lowest
value is the best here)
»  L:the current labeled training set
»  H: the hypothesis space

Version Space Theory

Based on the Probability Approximation Correct learn-
ing model, the goal of machine learning is to find a
consistent classifier which has the lowest generaliza-
tion error bound. The Gibbs generalization error bound
(McAllester, 1998) is defined as

a1 (W i)

where P, denotes a prior distribution over hypothesis
space H, V(z) denotes the version space of the training
set z, m is the number of z and 6 is a constant in [0, 1].
It follows that the generalization error bound of the
consistent classifiers is controlled by the volume of the
version space if the distribution of the version space
is uniform. This provides a theoretical justification for
version space based ALSVMs.

Query by Committee with SVM

This algorithm was proposed by (Freund et al., 1997)
in which 2k classifiers were randomly sampled and
the sample on which these classifiers have maximal
disagreement can approximately halve the version
space and then will be queried to the oracle. However,
the complexity of the structure of the version space
leads to the difficulty of random sampling within it.

2

(Warmuth, Ratsch, Mathieson, Liao, & Lemmem, 2003)
successfully applied the algorithm of playing billiard
to randomly sample the classifiers in the SVM version
space and the experiments showed that its performance
was comparable to the performance of standard dis-
tance-based ALSVM (SD-ALSVM) which will be
introduced later. The deficiency is that the processes
are time-consuming.

Standard Distance Based Active
Learning with SVM

For SVM, the version space can be defined as:

V={NeW|HWH=1, y,(Wed(x,) >0, i=1,...,m}

where ®(.) denotesthe functionwhich map the original
inputspace X into a high-dimensional space & (X),and
W denotes the parameter space. SVM has two proper-
ties which lead to its tractability with AL. The first is
its duality property that each point w in V corresponds
to one hyperplane in ®(X) which divides @(X) into
two parts and vice versa. The other property is that
the solution of SVM w" is the center of the version
space when the version space is symmetric or near to
its center when it is asymmetric.

Based on the above two properties, (Tong & Koller,
2001) inferred a lemma that the sample nearest to the
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Figure 2. Illustration of standard distance-based ALSVM
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Figure 2b. In the induced feature space

decision boundary can make the expected size of the
version space decrease fastest. Thus the sample nearest
to the decision boundary will be queried to the oracle
(Figure 2). Thisisthe so-called SD-ALSVM which has
low additional computations for selecting the queried
sample and fine performance in real applications.

Batch Running Mode Distance Based
Active Learning with SVM

When utilizing batch query, (Tong & Koller, 2001)
simply selected multiple samples which are nearest to
the decision boundary. However, adding abatch of such
samples cannot ensure the largest reduction of the size
of version space, such as an example shown in figure
3. Although every sample can nearly halve the version
space, three samplestogether canstill reduce about 1/2,

instead of 7/8, of the size of the version space. It can
be observed that this was ascribed to the small angles
between their induced hyperplanes.

Toovercomethis problem, (Brinker, 2003) proposed
a new selection strategy by incorporating diversity
measure that considers the angles between the induced
hyperplanes. Letthe labeled set be L and the pool query
setbe Qinthe currentround, then based on the diversity
criterion the further added sample X, should be

_ ‘k(xj,xi)
Xq = Mmin max
X €Q el \/k(Xj,Xj)k(Xiin)

k(x;,%)
\/k(lexj)k(xi’xi)
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Figure 3. One example of simple batch querying with ““a”, ““b> and “‘c” samples with pure SD-ALSVM
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Figure 4. One example of batch querying with ““a”, “b”” and ““c”” samples by incorporating diversity into SD-

ALSVM

where denotes the cosine value of the angle between
two hyperplanes induced by x.and x, thus it is known
as angle diversity criterion. It can be observed that
the reduced volume of the version space in figure 4 is
larger than that in Figure 3.

RETIN Active Learning

Let (1) ;.0 be the samples in a potential query set
Q, and r(i, k) be the function that, at iteration i, codes
the position k in the relevance ranking according to
the distance to the current decision boundary, then a
sequence can be obtained as follows:

4

Hyperplaneinduced by
Support Vector

— — _ _ Hyperplaneinducedby
the c andidate sample

W*  The solutionof SVM

T The largest inscribed
hypersphere

N Version Space
N

N\
N\
N\

Ir(i,l) ’ Ir(i,2)""' Ir(i,s(i) [ Ir(i,s(i)+m—1""’ Ir(i,n)

most relevant queried data least relevant

In SD-ALSVM, s(i) issuch as I ; (i) voes by isqiyemas
are the m closest samples to the SVM boundary. This
strategy implicitly relies on a strong assumption: an
accurate estimation of SVM boundary. However, the
decision boundary is usually unstable at the initial
iterations. (Gosselin & Cord, 2004) noticed that, even
if the decision boundary may change a lot during the
earlier iterations, the ranking function r() is quite stable.

Thus they proposed a balanced selection criterion that
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is independent on the frontier and in which an adaptive
method was designed to tune s during the feedback
iterations. It was expressed by

S(I +1) = S(I) + h(rrel (I) r|rr(|)

where h(x,y) =k x(x—y)which characterizes the
system dynamics (k is a positive constant), r (i) and
r.,(i) denote the number of relevant and irrelevant
samples in the queried set in the ith iteration. This way,
the number of relevant and irrelavant samples in the
queried set will be roughly equal.

Mean Version Space Criterion

(He, Li, Zhang, Tong, & Zhang, 2004) proposed a
selection criterion by minimizing the mean version
space which is defined as

Chvs (%) =Vol (V" (%) P(y, =1 %) +Vol(V; (%) P(y, =-1[%,)

where Vol (V" (x,) (Vol (V,” (x,)) denotes the volume of
the version space after adding an unlabelled sample x,
into the ith round training set. The mean version space
includes both the volume of the version space and the
posterior probabilities. Thus they considered that the
criterion is better than the SD-ALSVM. However, the
computation of this method is time-consuming.

Multi-View Based Active Learning

Different from the algorithms which are based only on
one whole feature set, multi-view methods are based
on multiple sub-feature ones. Several classifiers are
first trained on different sub-feature sets. Then the
samples on which the classifiers have the largest dis-
agreements comprise the contention set from which
queried samples are selected. first (I. Muslea, Minton,
& Knoblock, 2000) applied in AL and (Cheng & Wang,
2007) implemented it with ALSVM to produce a Co-
SVM algorithm which was reported to have better
performance than the SD-ALSVM.

Multiple classifiers can find the rare samples be-
cause they observe the samples with different views.
Such property is very useful to find the diverse parts
belonging to the same category. However, multi-view
based methods demand that the relevant classifier can
classify the samples well and that all feature sets are

uncorrelated. It is difficult to ensure this condition in
real applications.

MIXED ACTIVE LEARNING

Instead of single AL strategies in the former sections,
we will discuss two mixed AL modes in this section:
oneiscombining differentselection criteriaand another
is incorporating semi-supervised learning into AL.

Hybrid Active Learning

Contrast to developing a new AL algorithm that
works well for all situations, some researchers argued
that combining different methods, which are usually
complementary, is a better way, for each method has its
advantagesand disadvantages. The intuitive structure of
the hybrid strategy is parallel mode. The key point here
is how to set the weights of different AL methods.

The simplest way is to set fixed weights according
to experience and it was used by most existing meth-
ods. The Most Relevant/Irrelevant (L. Zhang, Lin, &
Zhang, 2001) strategies can help to stabilize the decision
boundary, but have low learning rates; while standard
distance-based methods have high learning rates, but
have unstable frontiers at the initial feedbacks. Consid-
ering this, (Xu, Xu, Yu, & Tresp, 2003) combined these
two strategies to achieve better performance than only
using a single strategy. As stated before, the diversity
and distance-based strategies are also complementary
and (Brinker, 2003), (Ferecatu, Crucianu, & Boujemaa,
2004) and (Dagli, Rajaram, & Huang, 2006) combined
angle, inner productand entropy diversity strategy with
standard distance-based one respectively.

However, the strategy ofthe fixed weights can not fit
well into all datasets and all learning iterations. So the
weights should be setdynamically. In (Baram, El-Yaniv,
& Luz, 2004), all the weights were initialized with the
same value, and were modified in the later iterations
by using EXP4 algorithm. In this way, the resulting AL
algorithmisempirically shown to consistently perform
almost as well as and sometimes outperform the best
algorithm in the ensemble.




Semi-Supervised Active Learning
1. Active Learning with Transductive SVM

In the first stages of SD-ALSVM, a few labeled data
may lead to great deviation of the current solution
from the true solution; while if unlabeled samples are
considered, the solution may be closer to the true solu-
tion. (Wang, Chan, & Zhang, 2003) showed that the
closer the current solution is to the true one, the larger
the size of the version space will be reduced. They
incorporated Transductive SVM (TSVM) to produce
more accurate intermediate solutions. However, sev-
eral studies (T. Zhang & Oles, 2000) challenged that
TSVM might not be so helpful from unlabeled data
in theory and in practice. (Hoi & Lyu, 2005) applied
the semi-supervised learning techniques based on the
Gaussian fields and Harmonic functions instead and the
improvements were reported to be significant.

2. Incorporating EM into Active Learning

(McCallum & Nigam, 1998) combined Expectation
Maximization (EM) with the strategy of querying by
committee. And (lon Muslea, Minton, & Knoblock,
2002) integrated Multi-view AL algorithm with EM
to get the Co-EMT algorithm which can work well
in the situation where the views are incompatible and
correlated.

FUTURE TRENDS
How to Start the Active Learning

AL can be regarded as the problem of searching target
function in the version space, so a good initial classifier
is important. When the objective category is diverse,
the initial classifier becomes more important, for bad
one may result in converging to a local optimal solu-
tion, i.e., some parts of the objective category may not
be correctly covered by the final classifier. Two-stage
(Cord, Gosselin, & Philipp-Foliguet, 2007), long-term
learning (Yin, Bhanu, Chang, & Dong, 2005), and
pre-cluster (Engelbrecht & BRITS, 2002) strategies
are promising.
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Feature-Based Active Learning

In AL, the feedback from the oracle can also help to
identify the important features, and (Raghavan, Madani,
& Jones, 2006) showed that such works canimprove the
performance of the final classifier significantly. In (Su,
Li, & Zhang, 2001), Principal ComponentsAnalysiswas
used to identify important features. To our knowledge,
there are few reports addressing the issue.

The Scaling of Active Learning

The scaling of AL to very large database has not been
extensively studied yet. However, it is an important
issue for many real applications. Some approaches
have been proposed on how to index database (Lai,
Goh, & Chang, 2004) and how to overcome the concept
complexities accompanied with the scalability of the
dataset (Panda, Goh, & Chang, 2006).

CONCLUSION

Inthis chapter, we summarize the techniques of ALSVM
which have been an area of active research since 2000.
We first focus on the descriptions of heuristic ALSVM
approaches within the framework of the theory of ver-
sion space minimization. Then mixed methods which
can complement the deficiencies of single ones are
introduced and finally future research trends focus on
techniques for selecting the initial labeled training set,
feature-based AL and the scaling of AL to very large
database.
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KEY TERMS

Heuristic Active Learning: The set of active
learning algorithms in which the sample selection
criteria is based on some heuristic objective function.
For example, version space based active learning is
to select the sample which can reduce the size of the
version space.

Hypothesis Space: The set of all hypotheses
in which the objective hypothesis is assumed to be
found.

Semi-Supervised Learning: The set of learning
algorithms in which both labelled and unlabelled data
in the training dataset are directly used to train the
classifier.

Statistical Active Learning: The set of active
learning algorithms in which the sample selection
criteria is based on some statistical objective function,
such as minimization of generalisation error, bias and
variance. Statistical active learning is usually statisti-
cally optimal.

Supervised Learning: The set of learning algo-
rithms in which the samples in the training dataset are
all labelled.

Unsupervised Learning: The set of learning al-
gorithms in which the samples in training dataset are
all unlabelled.

Version Space: The subset of the hypothesis space
which is consistent with the training set.
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INTRODUCTION

This chapter spans topics from such important areas
as Artificial Intelligence, Computational Geometry
and Biometric Technologies. The primary focus is on
the proposed Adaptive Computation Paradigm and
its applications to surface modeling and biometric
processing.

Availability of much more affordable storage and
high resolution image capturing devices have contrib-
uted significantly over the past few years to accumulat-
ing very large datasets of collected data (such as GIS
maps, biometric samples, videos etc.). On the other
hand, it also created significant challenges driven by
the higher than ever volumes and the complexity of the
data, that can no longer be resolved through acquisition
of more memory, faster processors or optimization of
existing algorithms. These developments justified the
need for radically new concepts for massive data stor-
age, processing and visualization. To address this need,
the current chapter presents the original methodology
based on the paradigm of the Adaptive Geometric
Computing. The methodology enables storing complex
data in a compact form, providing efficient access to it,
preserving high level of details and visualizing dynamic
changes in a smooth and continuous manner.

The first part of the chapter discusses adaptive al-
gorithms in real-time visualization, specifically in GIS
(Geographic Information Systems) applications. Data
structures such as Real-time Optimally Adaptive Mesh
(ROAM) and Progressive Mesh (PM) are briefly sur-
veyed. The adaptive method Adaptive Spatial Memory
(ASM), developed by R. Apu and M. Gavrilova, is
then introduced. This method allows fast and efficient
visualization of complex data sets representing terrains,
landscapes and Digital Elevation Models (DEM). Its
advantages are briefly discussed.

The second part of the chapter presents application
of adaptive computation paradigm and evolutionary
computing to missile simulation. As a result, patterns
of complex behavior can be developed and analyzed.

The final part of the chapter marries a concept of
adaptive computation and topology-based techniques
and discusses their application to challenging area of
biometric computing.

BACKGROUND

Foralongtime, researchers were pressed with questions
on how to model real-world objects (such as terrain,
facial structure or particle system) realistically, while at
the same time preserving rendering efficiency and space.
Asasolution, grid, mesh, TIN, Delaunay triangulation-
based and other methods for model representation were
developed over the last two decades. Most of these
are static methods, not suitable for rendering dynamic
scenes or preserving higher level of details.

In 1997, first methods for dynamic model represen-
tation: Real-time Optimally Adapting Mesh (ROAM)
(Duchaineauy et. al., 1997, Lindstrom and Koller,
1996) and Progressive Mesh (PM) (Hoppe, 1997) were
developed. Various methods have been proposed to
reduce a fine mesh into an optimized representation so
that the optimized mesh contains less primitives and
yields maximum detail. However, this approach had
two major limitations. Firstly, the cost of optimization
is very expensive (several minutes to optimize one
medium sized mesh). Secondly, the generated non-
uniform mesh is still static. As a result, it yields poor
quality when only a small part of the mesh is being
observed. Thus, even with the further improvements,
these methods were not capable of dealing with large
amount of complex data or significantly varied level
of details. They have soon were replaced by a different
computational model for rendering geometric meshes
(Li Sheng et. al. 2003, Shafae and Pajarola, 2003). The
model employs a continuous refinement criteria based
onan error metric to optimally adapt to a more accurate
representation. Therefore, given a mesh representation
andasmall change inthe viewpoint, the optimized mesh
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for the next viewpoint can be computed by refining the
existing mesh.

ADAPTIVE GEOMETRIC COMPUTING

This chapter presents Adaptive Multi-Resolution
Technique for real-time terrain visualization utiliz-
ing a clever way of optimizing mesh dynamically for
smooth and continuous visualization with a very high
efficiency (frame rate) (Apu and Gavrilova (2005)
(2007)). Our method is characterized by the efficient
representation of massive underlying terrain, utilizes
efficient transition between detail levels, and achieves
frame rate constancy ensuring visual continuity. At the
core of the method is adaptive processing: aformalized
hierarchical representation that exploits the subsequent
refinement principal. This allows us a full control over
the complexity of the feature space. An error metric is
assigned by ahigher level process where objects (or fea-
tures) are initially classified into different labels. Thus,
this adaptive method is highly useful for feature space
representation. In 2006, Gavrilova and Apu showed
that such methods can act as a powerful tool not only
for terrain rendering, but also for motion planning and
adaptive simulations (Apu and Gavrilova, 2006). They
introduced Adaptive Spatial Memory (ASM) model
that utilizes adaptive approach for real-time online
algorithm for multi-agent collaborative motion plan-
ning. They have demonstrate that the powerful notion
of adaptive computation can be applied to perception
and understanding of space. Extension of this method
for 3D motion planningas partof collaborative research
with Prof. I. Kolingerova group has been reported to be

Figure 1. Split and merge operations in ASM model
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significantly more efficient than conventional methods
(Broz et.al., 2007).

We first move to discuss evolutionary computing.
We demonstrate the power of adaptive computation by
developingand applying adaptive computational model
to missile simulation (Apu and Gavrilova, 2006). The
developed adaptive algorithms described above have a
property that spatial memory units can form, refine and
collapse to simulate learning, adapting and responding
to stimuli. The result isa complex multi-agent learning
algorithm that clearly demonstrates organic behaviors
such as sense of territory, trails, tracks etc. observed in
flocks/herds of wild animals and insects. This gives a
motivation to explore the mechanism in application to
swarm behavior modeling.

Swarm Intelligence (SI) is the property of a system
whereby the collective behaviors of unsophisticated
agentsinteracting locally with their environment cause
coherent functional global patterns to emerge (Bo-
nabeau, 1999). Swarm intelligence provides a basis
for exploration of a collective (distributed) behavior
of a group of agents without centralized control or the
provision of a global model. Agents in such system
have limited perception (or intelligence) and cannot
individually carry out the complex tasks. According
to Bonebeau, by regulating the behavior of the agents
in the swarm, one can demonstrate emergent behavior
and intelligence as a collective phenomenon. Although
the swarming phenomenon is largely observed in
biological organisms such as an ant colony or a flock
of birds, it is recently being used to simulate complex
dynamic systems focused towards accomplishing a
well-defined objective (Kennedy, 2001, Raupp ans
Thalmann, 2001).
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Let us now investigate application of the adaptive
computational paradigm and swarm intelligence con-
cepttomissile behavior simulation (Apuand Gavrilova,
2006). First of all, let us note that complex strategic
behavior can be observed by means of a task oriented
artificial evolutionary process in which behaviors of
individual missiles are described in surprising simplic-
ity. Secondly, the global effectiveness and behavior of
the missile swarm isrelatively unaffected by disruption
ordestruction of individual units. From astrategic point
of view, this adaptive behavior is a strongly desired
property in military applications, which motivates
our interest in applying it to missile simulation. Note
that this problem was chosen as it presents a complex
challenge for which an optimum solution is very hard
to obtain using traditional methods. The dynamic and
competitive relationship between missiles and turrets
makes it extremely difficult to model using a determin-
istic approach. It should also be noted that the problem
has an easy evaluation metric that allows determining
fitness values precisely.

Now, let us summarize the idea of evolutionary
optimization by applying genetic algorithm to evolve
the missile genotype. We are particularly interested in
observing the evolution of complex 3D formations and
tactical strategies that the swarm learns to maximize
their effectiveness during an attack simulationrun. The
simulation is based on attack, evasion and defense.
While the missile sets strategy to strike the target, the
battle ship prepares to shoot down as many missiles
as possible (Figure 2 illustrates the basic missile ma-

Figure 2. Basic maneuvers for a missile using the
Gene String

Basic Maneuvers Target

[LU]
[A]

neuvers). Each attempt to destroy the target is called
an attack simulation run. Its effectiveness equals to
the number of missiles hitting the target. Therefore the
outcome of the simulation is easily quantifiable. On the
other hand, the interaction between missiles and the
battleship is complex and nontrivial. As a result, war
strategies may emerge in which a local penalty (i.e.
sacrificing amissile) can optimize global efficiency (i.e.
deception strategy). The simplest form of information
known to each missile is its position and orientation
and the location of the target. This information is aug-
mented with information about missile neighborhood
and environment, which influences missile navigation
pattern. For actual missile behavior simulation, we
use strategy based on the modified version of Boids
flocking technique.

We have just outlined the necessary set of actions
to reach the target or interact with the environment.
This is the basic building block of missile navigation.
The gene string is another important part that reflects
the complexity with which such courses of action
could be chosen. It contains a unique combination of
maneuvers (such as attack, evasion, etc.) that evolve
to create complex combined intelligence. We describe
the fitness of the missile gene in terms of collective
performance. After investigating various possibilities,
we developed and used a two dimensional adaptive
fitness function to evolve the missile strains in one
evolutionary system. Details on this approach can be
found in (Apu and Gavrilova, 2006).

After extensive experimentation, we have found
many interesting characteristics, such as geometric at-
tack formation and organic behaviors observed among
swarms in addition to the highly anticipated strategies
such as simultaneous attack, deception, retreat and
other strategies (see Figure 3). We also examined the
adaptability by randomizing the simulation coordinates,
distance, initial formation, attack rate, and other param-
eters of missiles and measured the mean and variance
of the fitness function. Results have shown that many
of the genotypes that evolved are highly adaptive to
the environment.

We have just reviewed the application of the adap-
tive computational paradigm to swarmintelligence and
briefly described the efficient tactical swarm simulation
method (Apu and Gavrilova 2006). The results clearly
demonstrate that the swarm is able to develop complex
strategy through the evolutionary process of genotype
mutation. This contribution among other works on
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adaptive computational intelligence will be profiled in
detail in the upcoming book as part of Springer-Verlag
book series on Computational Intelligence (Gavrilova,
2007).

As stated in the introduction, adaptive computation
is based on a variable complexity level of detail para-
digm, where a physical phenomenon can be simulated
by the continuous process of local adaptation of spatial
complexity. As presented by M. Gavrilova in Plenary
Lecture at 3l1A Eurographics Conference, France in
2006, the adaptive paradigm is a powerful compu-
tational model that can also be applied to vast area
of biometric research. This section therefore reviews
methods and techniques based on adaptive geomet-
ric methods in application to biometric problems. It
emphasizes advantages that intelligent approach to
geometric computing brings to the area of complex
biometric data processing (Gavrilova 2007).

In information technology, biometrics refers to a
study of physical and behavioral characteristics with
the purpose of person identification (Yanushkevich,
Gavrilova, Wang and Srihari, 2007). Inrecent years, the
area of biometrics has witnessed a tremendous growth,
partly as a result of a pressing need for increased secu-
rity, and partly as a response to the new technological
advances that are literally changing the way we live.
Availability of much more affordable storage and the
high resolution image biometric capturing devices
have contributed to accumulating very large datasets of
biometric data. In the earlier sections, we have studied
the background of the adaptive mesh generation. Let
us now look at the background research in topology-
based data structures, and its application to biometric
research. Thisinformationis highly relevant to goals of
modeling and visualizing complex biometric data. At
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the same time as adaptive methodology was developing
in GIS, interest to topology-based data structures, such
as Voronoi diagrams and Delaunay triangulations,
has grown significantly. Some preliminary results on
utilization of these topology-based data structures in
biometric began to appear. For instance, research on
image processing using Voronoi diagrams was presented
in (Liang and Asano, 2004, Asano, 2006), studies of
utilizing Voronoi diagram for fingerprint synthesis
were conducted by (Bebis et. al., 1999, Capelli et. al.
2002), and various surveys of methods for modeling
of human faces using triangular mesh appeared in
(Wen and Huang, 2004, Li and Jain, 2005, Wayman
et. al. 2005). Some interesting results were recently
obtained in the BTLab, University of Calgary, through
the development of topology-based feature extrac-
tion algorithms for fingerprint matching (Wang et. al.
2006, 2007, illustration is found in Figure 4), 3D facial
expression modeling (Luo et. al. 2006) and iris syn-
thesis (Wecker et. al. 2005). A comprehensive review
of topology-based approaches in biometric modeling
and synthesis can be found in recent book chapter on
the subject (Gavrilova, 2007).

Inthis chapter, we propose to manage the challenges
arising from large volumes of complex biometric data
through the innovative utilization of the adaptive para-
digm. We suggest combination of topology-based and
hierarchy based methodology to store and search for
biometric data, aswell asto optimize such representation
based on the data access and usage. Namely, retrieval
of the data, or creating real-time visualization can be
based on the dynamic patter of data usage (how often,
what type of data, how much details, etc.), recorded
and analyzed in the process of the biometric system
being used for recognition and identification purposes.

Figure 3. Complex formation and attack patterns evolved

(a) Deception pattern
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Figure 4. Delaunay triangulation based technique for fingerprint matching

In addition to using this information for optimized
data representation and retrieval, we also propose to
incorporate intelligent learning techniques to predict
most likely patters of the system usage and to represent
and organize data accordingly.

Onapractical side, toachieve our goal, we propose a
novel way to represent complex biometric datathrough
the organization of the data in a hierarchical tree-like
structure. Such organization is similar in principle to
the Adaptive Memory Subdivision (AMS), capable of
representing and retrieving varies amount of informa-
tion and level of detail that needs to be represented.
Spatial quad-tree is used to hold the information about
the system, aswell asthe instructions on how to process
this information. Expansion is realized through the
spatial subdivision technique that refines the data and
increases level of details, and the collapsing is real-
ized through the merge operation that simplifies the
data representation and makes it more compact. The
greedy strategy is used to optimally adapt to the best
representation based on the user requirements, amount
ofavailable dataand resources, required resolutionand
so on. This powerful technique enables us to achieve
the goal of compact biometric data representation, that
allows for instance to efficiently store minor details
of the modeled face (e.g. scars, wrinkles) or detailed
patterns of the iris.

FUTURE TRENDS

In addition to data representation, adaptive technique
can be highly useful in biometric feature extraction with
the purpose of fast and reliable retrieval and matching
of the biometric data, and in implementing dynamic
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changes to the model. The methodology has a high
potential of becoming one of the key approaches in
biometric data modeling and synthesis.

CONCLUSION

The chapter reviewed the adaptive computational
paradigm in application to surface modeling, evolu-
tionary computing and biometric research. Some of the
key future developments in the upcoming years will
undoubtedly highlight the area, inspiring new genera-
tions of intelligent biometric systems with adaptive
behavior.
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KEY TERMS

Adaptive Geometric Model (AGM): A new ap-
proachto geometric computing utilizing adaptive com-
putation paradigm. The model employs a continuous
refinement criteria based on an error metric to optimally
adapt to a more accurate representation.

Adaptive Multi-Resolution Technique (AMRT):
For real-time terrain visualization is a method that
utilizes a clever way of optimizing mesh dynamically
for smooth and continuous visualization with a high
efficiency.

Adaptive Spatial Memory (ASM): A hybrid
method based on the combination of traditional hier-
archical tree structure with the concept of expanding
or collapsing tree nodes.

Biometric Technology (BT): An area of study of
physical and behavioral characteristics with the purpose
of person authentication and identification.

Delaunay Triangulation (DT): A computational
geometry data structure dual to Voronoi diagram.

Evolutionary Paradigm (EP): The collective
name for a number of problem solving methods utiliz-
ing principles of biological evolution, such as natural
selection and genetic inheritance.

Swarm Intelligence (SI): The property of asystem
whereby the collective behaviors of unsophisticated
agents interacting locally with their environment cause
coherent functional global patterns to emerge.

Topology-Based Techniques (TBT): A group of
methods using geometric properties of a set of objects
in the space and their proximity

Voronoi Diagram (VD): A fundamental computa-
tional geometry data structure that stores topological
information for a set of objects.
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Adaptive Business Intelligence
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INTRODUCTION

Since the computer age dawned on mankind, one of
the most important areas in information technology
has been that of “decision support.” Today, this area
is more important than ever. Working in dynamic and
ever-changing environments, modern-day managers
are responsible for an assortment of far reaching de-
cisions: Should the company increase or decrease its
workforce? Enter newmarkets? Develop new products?
Invest in research and development? The list goes on.
But despite the inherent complexity of these issues and
the ever-increasing load of information that business
managers must deal with, all these decisions boil down
to two fundamental questions:

e What is likely to happen in the future?
e What is the best decision right now?

Whether we realize it or not, these two questions
pervade our everyday lives — both on a personal and
professional level. When driving to work, for instance,
we have to make a traffic prediction before we can
choose the quickest driving route. At work, we need
to predict the demand for our product before we can
decide how much to produce. And before investing in
a foreign market, we need to predict future exchange
rates and economic variables. It seems that regardless
of the decision being made or its complexity, we first
need to make a prediction of what is likely to happen
in the future, and then make the best decision based on
that prediction. This fundamental process underpins the
basic premise of Adaptive Business Intelligence.

BACKGROUND

Simply put, Adaptive Business Intelligence is the
discipline of combining prediction, optimization, and
adaptability into a system capable of answering these
two fundamental questions: What is likely to happen
in the future? and What is the best decision right now?

(Michalewicz et al. 2007). To build such a system, we
firstneed to understand the methods and techniques that
enable prediction, optimization, and adaptability (Dhar
and Stein, 1997). At first blush, this subject matter is
nothing new, as hundreds of books and articles have
already been written on business intelligence (Vitt et
al., 2002; Loshin, 2003), data mining and prediction
methods (Weiss and Indurkhya, 1998; Witten and
Frank, 2005), forecasting methods (Makridakis et al.,
1988), optimization techniques (Deb 2001; Coello et
al. 2002; Michalewicz and Fogel, 2004), and so forth.
However, none of these has explained how to combine
these various technologies into asoftware system that is
capable of predicting, optimizing, and adapting. Adap-
tive Business Intelligence addresses this very issue.

Clearly, the future of the business intelligence in-
dustry lies in systems that can make decisions, rather
than tools that produce detailed reports (Loshin 2003).
As most business managers now realize, there is a
world of difference between having good knowledge
and detailed reports, and making smart decisions.
Michael Kahn, a technology reporter for Reuters in
San Francisco, makes a valid point in the January 16,
2006 story entitled “Business intelligence software
looks to future™:

“But analysts say applications that actually answer
questions rather than just present mounds of data is
the key driver of a market set to grow 10 per cent in
2006 or about twice the rate of the business software
industry in general.

‘Increasingly you are seeing applications being de-
veloped that will result in some sort of action,” said
Brendan Barnacle, an analyst at Pacific Crest Equi-
ties. ‘It is a relatively small part now, but it is clearly
where the future is. That is the next stage of business
intelligence.””

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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MAIN FOCUS OF THE CHAPTER

“The answer to my problemis hidden inmy data ... but
I cannot dig it up!” This popular statement has been
around for years as business managers gathered and
stored massive amounts of data in the belief that they
contain some valuable insight. But business manag-
ers eventually discovered that raw data are rarely of
any benefit, and that their real value depends on an
organization’s ability to analyze them. Hence, the need
emerged for software systems capable of retrieving,
summarizing, and interpreting data for end-users (Moss
and Atre, 2003).

This need fueled the emergence of hundreds of
business intelligence companies that specialized in
providing software systems and services for extract-
ing knowledge from raw data. These software systems
would analyze acompany’soperational dataand provide
knowledge in the form of tables, graphs, pies, charts,
and other statistics. For example, abusinessintelligence
report may state that 57% of customers are between the
ages of 40 and 50, or that product X sells much better
in Florida than in Georgia.t

Consequently, the general goal of most business
intelligence systems was to: (1) access data from a
variety of different sources; (2) transform these data
into information, and then into knowledge; and (3)
provide an easy-to-use graphical interface to display
this knowledge. In other words, a business intelligence
systemwas responsible for collecting and digesting data,
and presenting knowledge in a friendly way (thus en-
hancing the end-user’s ability to make good decisions).
The diagram in Figure 1 illustrates the processes that
underpin a traditional business intelligence system.

Althoughdifferenttexts haveillustrated the relation-
ship between dataand knowledge indifferentways (e.g.,

Davenport and Prusak, 2006; Prusak, 1997; Shortliffe
and Cimino, 2006), the commonly accepted distinction
between data, information, and knowledge is:

e Data are collected on a daily basis in the form of
bits, numbers, symbols, and “objects.”

* Information is “organized data,” which are pre-
processed, cleaned, arranged into structures, and
stripped of redundancy.

e Knowledge is “integrated information,” which
includes facts and relationships that have been
perceived, discovered, or learned.

Because knowledge is such an essential component
of any decision-making process (as the old saying
goes, “Knowledge is power!’”), many businesses have
viewed knowledge as the final objective. But it seems
that knowledge is no longer enough. A business may
“know” a lot about its customers — it may have hun-
dreds of charts and graphs that organize its customers
by age, preferences, geographical location, and sales
history — but management may still be unsure of
what decision to make! And here lies the difference
between “decision support” and “decision making”:
all the knowledge in the world will not guarantee the
right or best decision.

Moreover, recent research in psychology indicates
that widely held beliefs can actually hamper the deci-
sion-making process. Forexample, common beliefs like
“the more knowledge we have, the better our decisions
will be,” or “we can distinguish between useful and
irrelevant knowledge,” are not supported by empirical
evidence. Having more knowledge merely increases
our confidence, but it does not improve the accuracy of
our decisions. Similarly, people supplied with “good”
and “bad” knowledge often have trouble distinguishing

Figure 1. The processes that underpin a traditional business intelligence system
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between the two, proving that irrelevant knowledge
decreases our decision-making effectiveness.

Today, most business managers realize that a
gap exists between having the right knowledge and
making the right decision. Because this gap affects
management’s ability to answer fundamental business
questions (such as “What should be done to increase
profits? Reduce costs? Or increase market share?”),
the future of business intelligence lies in systems that
can provide answers and recommendations, rather than
mounds of knowledge in the form of reports. The future
of business intelligence lies in systems that can make
decisions! As aresult, there is a new trend emerging in
the marketplace called Adaptive Business Intelligence.
In addition to performing the role of traditional busi-
ness intelligence (transforming data into knowledge),
Adaptive Business Intelligence also includes the deci-
sion-making process, which is based on prediction and
optimization as shown in Figure 2.

While business intelligence is often defined as “a
broad category of application programs and technolo-
gies for gathering, storing, analyzing, and providing
accesstodata,” the term Adaptive Business Intelligence
canbe defined as “the discipline of using prediction and
optimizationtechniquestobuild self-learning ‘decision-
ing’ systems” (as the above diagram shows). Adaptive
Business Intelligence systems include elements of data
mining, predictive modeling, forecasting, optimization,
and adaptability, and are used by business managers to
make better decisions.

Thisrelatively newapproachto businessintelligence
is capable of recommending the best course of action

Figure 2. Adaptive business intelligence system
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(based on pastdata), butitdoessoinavery special way:
AnAdaptive Business Intelligence system incorporates
prediction and optimization modules to recommend
near-optimal decisions, and an “adaptability module”
for improving future recommendations. Such systems
can help business managers make decisions that in-
crease efficiency, productivity, and competitiveness.
Furthermore, the importance of adaptability cannot be
overemphasized. After all, what is the point of using a
software system that produces sub par schedules, inac-
curate demand forecasts, and inferior logistic plans, time
after time? Would it not be wonderful to use a software
system that could adapt to changes in the marketplace?
A software system that could improve with time?

FUTURE TRENDS

The concept of adaptability is certainly gaining popu-
larity, and not just in the software sector. Adaptability
has already been introduced in everything from auto-
matic car transmissions (which adapttheir gear-change
patterns to a driver’s driving style), to running shoes
(which adapt their cushioning level to a runner’s size
and stride), to Internet search engines (which adapt
their search results to a user’s preferences and prior
search history). These products are very appealing for
individual consumers, because, despite their mass pro-
duction, they are capable of adapting to the preferences
of each unique owner after some period of time.

The growing popularity of adaptability is also
underscored by a recent publication of the US De-
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partment of Defense. This lists 19 important research
topics for the next decade and many of them include
the term “adaptive”: Adaptive Coordinated Control in
the Multi-agent 3D Dynamic Battlefield, Control for
Adaptive and Cooperative Systems, Adaptive System
Interoperability, Adaptive Materials for Energy-Absorb-
ing Structures, and Complex Adaptive Networks for
Cooperative Control.

For sure, adaptability was recognized as important
component of intelligence quite some time ago: Alfred
Binet (born 1857), French psychologist and inventor
of the first usable intelligence test, defined intelligence
as “... judgment, otherwise called good sense, practi-
cal sense, initiative, the faculty of adapting one’s self
to circumstances.” Adaptability is a vital component
of any intelligent system, as it is hard to argue that a
system is “intelligent” if it does not have the capacity
to adapt. For humans, the importance of adaptability
is obvious: our ability to adapt was a key element in
the evolutionary process. In psychology, a behavior or
trait is adaptive when it helps an individual adjust and
function well within a changing social environment.
In the case of artificial intelligence, consider a chess
program capable of beating the world chess master:
Should we call this program intelligent? Probably
not. We can attribute the program’s performance to its
ability to evaluate the current board situation against a
multitude of possible “future boards” before selecting
the best move. However, because the program cannot
learn or adapt to new rules, the program will lose its
effectiveness if the rules of the game are changed or
modified. Consequently, because the program is inca-
pable of learning or adapting to new rules, the program
is not intelligent.

The same holds true for any expert system. No one
questions the usefulness of expert systems in some en-
vironments (which are usually well defined and static),
but expert systems that are incapable of learning and
adapting should notbe called “intelligent.” Some expert
knowledge was programmed in, that is all.

So, what are the future trends for Adaptive Business
Intelligence? In words of Jim Goodnight, the CEO of
SAS Institute (Collins et al. 2007):

“Until recently, business intelligence was limited to
basic query and reporting, and it never really provided
that much intelligence ....”

However, this is about to change. Keith Collins, the
Chief Technology Officer of SAS Institute (Collins et
al. 2007) believes that:

“A new platform definition is emerging for business
intelligence, where Bl is no longer defined as simple
query and reporting. [...] In the next five years, we’ll
also see a shift in performance management to what
we’re calling predictive performance management,
where analytics play a huge role in moving us beyond
just simple metrics to more powerful measures.”

Further, Jim Davis, the VP Marketing of SAS
Institute (Collins et al. 2007) stated:

“In the next three to five years, we’ll reach a tipping
point where more organizations will be using BI to
focus on how to optimize processes and influence the
bottom line ....”

Finally, it would be important to incorporate adapt-
ability in prediction and optimization components of
the future Adaptive Business Intelligence systems.

There are some recent, successful implementations
of Adaptive Business Intelligence systems reported
(e.g., Michalewicz et al. 2005), which provide daily
decision support for large corporations and result in
multi-million dollars return on investment. There are
also companies (e.g., www.solveitsoftware.com) which
specialize in development of Adaptive Business Intelli-
gencetools. However, further research effortis required.
For example, most of the research in machine learning
has focused on using historical data to build prediction
models. Once the model is built and evaluated, the goal
is accomplished. However, because new data arrive at
regularintervals, building and evaluatingamodel is just
the first step in Adaptive Business Intelligence. Because
these models need to be updated regularly (something
that the adaptability module is responsible for), we
expect to see more emphasis on this updating process
in machine learning research. Also, the frequency of
updating the prediction module, which can vary from
seconds (e.g., in real-time currency trading systems),
to weeks and months (e.g., in fraud detection systems)
may require different techniques and methodologies.
In general, Adaptive Business Intelligence systems
would include the research results from control theory,
statistics, operations research, machine learning, and
modern heuristic methods, to name a few. We also
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expect that major advances will continue to be made in
modern optimization techniques. In the years to come,
more and more research papers will be published on
constrained and multi-objective optimization problems,
and on optimization problems set in dynamic environ-
ments. This is essential, as most real-world business
problems are constrained, multi-objective, and set in
a time-changing environment.

CONCLUSION

Itis not surprising that the fundamental components of
Adaptive Business Intelligence are already emerging
in other areas of business. For example, the Six Sigma
methodology is a great example of a well-structured,
data-driven methodology for eliminating defects, waste,
and quality-control problems in many industries. This
methodology recommends the sequence of steps shown
in Figure 3.

Note that the above sequence is very close “in
spirit” to part of the previous diagram, as it describes
(in more detail) the adaptability control loop. Clearly,
we have to “measure,” “analyze,” and “improve,” as
we operate in adynamic environment, so the process of
improvementis continuous. The SAS Institute proposes
another methodology, which is more oriented towards
dataminingactivities. Their methodology recommends
the sequence of steps shown in Figure 4.

Again, note that the above sequence is very close
to another part of our diagram, as it describes (in more
detail) the transformation from data to knowledge. It
is not surprising that businesses are placing consider-
able emphasis on these areas, because better decisions
usually translate into better financial performance. And
better financial performance is what Adaptive Business

Figure 3. Six Sigma methodology sequence

Adaptive Business Intelligence

Intelligence is all about. Systems based on Adaptive
Business Intelligence aim at solving real-world busi-
ness problems that have complex constraints, are set
intime-changing environments, have several (possibly
conflicting) objectives, and where the number of pos-
sible solutions is too large to enumerate. Solving these
problems requires a system that incorporates modules
for prediction, optimization, and adaptability.
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TERMS AND DEFINITIONS

Adaptive Business Intelligence: The discipline of
using prediction and optimization techniques to build
self-learning ‘decisioning’ systems”.

Business Intelligence: A collection of tools,
methods, technologies, and processes needed to
transform data into actionable knowledge.

Data: Pieces collected on a daily basis in the form
of bits, numbers, symbols, and “objects.”

Data Mining: The application of analytical methods
and toolsto data for the purpose of identifying patterns,
relationships, or obtaining systems that perform useful
tasks such as classification, prediction, estimation, or
affinity grouping.

Information: “Organized data,” which are prepro-
cessed, cleaned, arranged into structures, and stripped
of redundancy.

Knowledge: “Integrated information,” which in-
cludesfactsand relationships that have been perceived,
discovered, or learned.

Optimization: Process of finding the solution that
is the best fit to the available resources.

Prediction: A statement or claim that a particular
event will occur in the future.

ENDNOTE

! Note that businessintelligence can be defined both
asa‘“‘state” (areportthat contains knowledge) and
a “process” (software responsible for converting
data into knowledge).

21



22

Adaptive Neural Algorithms for PCA and ICA

Radu Mutihac
University of Bucharest, Romania

INTRODUCTION

Artificial neural networks (ANNs) (McCulloch & Pitts,
1943) (Haykin, 1999) were developed as models of their
biological counterpartsaiming toemulate the real neural
systemsand mimic the structural organization and func-
tion of the human brain. Their applications were based
on the ability of self-designing to solve a problem by
learning the solution from data. A comparative study of
neural implementations running principal component
analysis (PCA) and independent component analysis
(ICA) was carried out. Artificially generated data ad-
ditively corrupted with white noise in order to enforce
randomness were employed to critically evaluate and
assessthereliability of data projections. Analysisin both
time and frequency domains showed the superiority of
the estimated independent components (ICs) relative
to principal components (PCs) in faithful retrieval of
the genuine (latent) source signals.

Neural computation belongs to information pro-
cessing dealing with adaptive, parallel, and distributed
(localized) signal processing. In data analysis, a com-
mon task consists in finding an adequate subspace of
multivariate data for subsequent processing and inter-
pretation. Linear transforms are frequently employed
in data model selection due to their computational and
conceptual simplicity. Some common linear transforms
are PCA, factor analysis (FA), projection pursuit (PP),
and, more recently, ICA (Comon, 1994). The latter
emerged as an extension of nonlinear PCA (Hotelling,
1993) and developed in the context of blind source
separation (BSS) (Cardoso, 1998) in signal and array
processing. ICA is also related to recent theories of
the visual brain (Barlow, 1991), which assume that
consecutive processing steps lead to a progressive re-
ductioninthe redundancy of representation (Olshausen
and Field, 1996).

This contribution is an overview of the PCA and
ICA neuromorphic architectures and their associated
algorithmic implementations increasingly used as ex-
ploratory techniques. The discussion is conducted on
artificially generated sub- and super-Gaussian source
signals.

BACKGROUND

In neural computation, transforming methods amount
to unsupervised learning, since the representation is
only learned from data without any external control.
Irrespective of the nature of learning, the neural adap-
tation may be formally conceived as an optimization
problem: an objective function describes the task to be
performed by the network and anumerical optimization
procedure allows adapting network parameters (e.g.,
connection weights, biases, internal parameters). This
process amounts to search or nonlinear programming
in a quite large parameter space. However, any prior
knowledge available on the solution might be efficiently
exploited to narrow the search space. In supervised
learning, the additional knowledge is incorporated in
the net architecture or learning rules (Gold, 1996). A
less extensive research was focused on unsupervised
learning. In this respect, the mathematical methods
usually employed are drawn from classical constrained
multivariate nonlinear optimization and rely on the
Lagrange multipliers method, the penalty or barrier
techniques, and the classical numerical algebra tech-
niques, such as deflation/renormalization (Fiori, 2000),
the Gram-Schmidt orthogonalization procedure, or the
projection over the orthogonal group (Yang, 1995).

PCA and ICA Models

Mathematically, the linear stationary PCAand ICAmod-
els can be defined on the basis ofa common data model.
Suppose that some stochastic processes are represented

by three random (column) vectors x(t), n(t)eR"
and s(t)eR" with zero mean and finite covariance,

with the components of s(t)={s, (t).s, (t).....5, (t)}
being statistically independent and at most one Gauss-
ian. Let A be a rectangular constant full column rank

N x M matrix with at least as many rows as columns

(N > M), and denote by t the sample index (i.e., time
or sample point) taking the discrete valuest=1, 2, ...,

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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T. We postulate the existence of a linear relationship
among these variables like:

x(t)=As(t)+n(t)= iﬁ:si (t)a, +n(t) (1)

Here s(t), x(t), n(t), and A are the sources,
the observed data, the (unknown) noise in data, and
the (unknown) mixing matrix, respectively, whereas

a;,i=12,..,M are the columns of A. Mixing is sup-
posed to be instantaneous, so there is no time delay
between a (latent) source variable s, (t) mixing into

an observable (data) variable x (t), withi=1,2, ..,
Mandj=1,2,..N.
Consider that the stochastic vector process

{x (t)}e RN hasthe mean E {x (t)}z 0 and the covari-

ance matrix C, = E &(t) x(t)' } The goal of PCAis
to identify the dependence structure in each dimension
and to come out with an orthogonal transform matrix

W of size LxN from R" to R", L< N, such that

the L-dimensional output vector y (t)=W x(t) suf-
ficiently represents the intrinsic features of the input

data, and where the covariance matrix C, of {y (t)}
is a diagonal matrix D with the diagonal elements ar-

ranged indescendingorder, d.. >d. .. .. Therestoration

i = Yi+li+l

of {x(t)} from {y(t)}, say {X(t)}, is consequently

given by %(t)=W"W x(t) (Figure 1). For a given
L, PCA aims to find an optimal value of W, such as

Figure 1. Schematic of the PCA model

to minimize the error function J =E {"x(t)—f((t)”}
The rows in W are the PCs of the stochastic process

{x(t)}andtheeigenvectors ¢;, j=12,...,L oftheinput
covariance matrix C, . The subspace spanned by the

principal eigenvectors {c,,c,,...c_} with L<N, is

called the PCA subspace of dimensionality L.
The ICA problem can be formulated as following:

given T realizations of x(t), estimate both the matrix

A and the corresponding realizations of s(t). In BSS
the task is somewhat relaxed to finding the waveforms

{si (t)} of the sources knowing only the (observed)

mixtures X (t)$- If no suppositions are made about
the noise, the additive noise term is omitted in (1). A
practical strategy is to include noise in the signals as
supplementary term(s): hence the ICA model (Fig. 2)
becomes:

M
x(t)=As(t)=> as (t) )
i=1
The source separation consists in updating anunmix-

ing matrix B(t), without resorting to any information
aboutthe spatial mixing matrix A, so that the output vec-

tor y(t)=B(t) x(t) becomesan estimate y (t)=5(t)
of the original independent source signals s(t). The

separating matrix B(t) is divided in two parts deal-
ing with dependencies in the first two moments, i.e.,

the whitening matrix V (t), and the dependencies in

x(f) y(t) X(t)
(1) y4(t) (1)
Xo(f) ya(t) = X(t)

: > W > > g
xw(f) (LxN) yi() (LxN) 2t

(NxT) (LxT) (NxT)
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Figure 2. Schematic of the ICA model
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s(f) x(t) Unmixing y(t)=5(1)
AN B
] I T L P
sty | (NxM) | xf) (MxN) (MxM) Yt
(MxT) (NxT) (MxN) (MxT)

Figure 3. A simple feed-forward ANN performing PCA and ICA

x(t)

v()

Input layer

higher-order statistics, i.e., the orthogonal separating
matrix W (t) in the whitened space (Fig. 2). If we as-
sume zero-mean observed data x(t), then we get by
whiteningavector v (t)=V (t) x(t) withdecorrelated

components. The subsequent linear transform W (t)
seeks the solution by an adequate rotation in the space

of component densities and yields y (t)=W (t) v(t)
(Fig. 2). The total separation matrix between the input

and the output layer turns to be B(t) =W (t) V(t)
. In the standard stationary case, the whitening and
the orthogonal separating matrices converge to some
constant values after a finite number of iterations dur-

ing learning, that is, B(t)>B=W V.
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Hidden layers

y(t) = (1)

(t)

Output layer

NEURAL IMPLEMENTATIONS

A neural approach to BSS entails a network that has
mixtures of the source signals as input and produces
approximations of the source signals as output (Figure
3). As a prerequisite, the input signals must be mutu-
ally uncorrelated, a requirement usually fulfilled by
PCA. The outputsignals must nevertheless be mutually
independent, which leads in a natural way from PCA
to ICA. The higher order statistics required by source
separation can be incorporated into computations either
explicitly or by using suitable nonlinearities. ANNSs
better fit the latter approach (Karhunen, 1996).

The core of the large class of neural adaptive al-
gorithms consists in a learning rule and its associated
optimization criterion (objective function). These two
items differentiate the algorithms, which are actually
families of algorithms parameterized by the nonlinear
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function used. An update rule is specified by the itera-

tive incremental change AW of the rotation matrix W,
which gives the general form of the learning rule:

W —> W+ AW 3)
Neural PCA

First, consider a single artificial neuron receiving an
M-dimensional input vector x. It gradually adapts its

weight vector w so that the function E 4f (w"x )¢ is
maximized, where E is the expectation with respect to
the (unknown) probability density of x and f is a con-
tinuous objective function. The functionfisbounded by
setting constant the Euclidian norm of w. A constrained
gradient ascent learning rule based on a sequence of
sample functions for relatively small learning rates
o (t) is then (Oja, 1995):

w(t+D)=w(t)+a (1) (1-wE) w®)x®) g (Wt w(b))
(4)

where g = f'. Any PCA learning rules tend to find that
direction in the input space along which the data has
maximal variance. If all directions in the input space
have equal variance, the one-unit case with a suitable
nonlinearity is approximately minimizing the kurtosis
of the neuron input. It means that the weight vector of
the unit will be determined by the direction in the input
space onwhichthe projection of the input data is mostly
clustered and deviates significantly from normality. This
task is essentially the goal in the PP technique.

In the case of single layer ANNSs consisting of L
parallel units, with each unit i having the same M-
element input vector x and its own weight vector

w; that together comprise an M x L weight matrix

W =[w,,w,,... w_] the following training rule ob-
tained from (4) is a generalization of the linear PCA
learning rule (in matrix form):

W(t+D)=W(t)+a (t) (1-WO) W) )x(t) 9 (x1) W)
(®)

Due to the instability of the above nonlinear Heb-
bian learning rule for the multi-unit case, a different
approach based on optimizing two criteria simultane-
ously was introduced (Oja, 1982):

W(t+D)=W(O)+r®)x®) g (1) )+ ©) (-WOW))
(6)

Here pn (t) ischosen positive or negative depending
on our interest in maximizing or minimizing, respec-

tively, the objective function J, (w,)=E if (XTwi)
. Similarly, y (t) is another gain parameter that is
always positive and constrains the weight vectors to
orthonormality, which is imposed by an appropriate
penalty function such as:

M

)y (WiTWj)Z'

J, (w, ):l(l—wiTwi )2 o1
2 2 j=1, j=i

This is the bigradient algorithm, which is iterated until
the weight vectors have converged with the desired
accuracy. This algorithm can use normalized Hebbian
or anti-Hebbian learning in a unified formula. Starting
from one-unit rule, the multi-unit bigradient algorithm
can simultaneously extract several robust counterparts
of the principal or minor eigenvectors of the data co-
variance matrix (Wang, 1996).

In the case of multilayered ANNSs, the transfer
functions of the hidden nodes can be expressed by
radial basis functions (RBF), whose parameters could
be learnt by a two-stage gradient descent strategy. A
new growing RBF-node insertion strategy with different
RBF is used in order to improve the net performances.
The learning strategy is reported to save computational
time and memory space in approximation of continuous
and discontinuous mappings (Esposito et al., 2000).

Neural ICA

Various forms of unsupervised learning have been
implemented in ANNSs beyond standard PCA like non-
linear PCA and ICA. Data whitening can be neurally
emulated by PCAwith asimple iterative algorithm that

updates the sphering matrix V(t):

25




V(t+1)=V(t)-a () (W' -1) @)

After getting the decorrelation matrix V (t), the ba-
sictask for ICAalgorithms remains to come outwith an

orthogonal matrix W (t), which is equivalent to a suit-

able rotation of the decorrelated data v (t)=V (t)x(t)
aiming to maximize the product of the marginal densities
ofitscomponents. There are various neural approaches

toestimate the rotationmatrix W (t ). Animportantclass
of algorithms is based on maximization of network
entropy (Bell, 1995). The BS nonlinear information
maximization (infomax) algorithm performs online
stochastic gradient ascent in mutual information (MI)
between outputs and inputs of a network. By minimiz-
ing the MI between outputs, the network factorizes
the inputs into independent components. Considering

a network with the input vector x(t), a weight matrix
W (t), and amonotonically transformed output vector

y =9 (Wx+w, ), then the resulting learning rule for
the weights and bias-weights, respectively, are:

AW =[ W' ]_l+x(1—2y)T and Aw,=1-2y

(8)

In the case of bounded variables, the interplay

between the anti-Hebbian term x(1-2y)" and the

antidecay term | W' - produces an output density
that is close to the flat constant distribution, which cor-
responds to the maximum entropy distribution. Amari,
Cichocki, and Yang (Amari, 1996) altered the BS in-
fomax algorithm by using the natural gradient instead
of the stochastic gradient to reduce the complexity of
neural computations and significantly improving the
speed of convergence. The update rule proposed for
the separating matrix is:

AW =[1-g (Wx) (Wx)' [ 9)
Lee et al. (Lee, 2000) extended to both sub-and

super-Gaussian distributions the learning rule devel-
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oped from the infomax principle satisfying a general
stability criterion and preserving the simple initial
architecture of the network. Applying either natural
or relative gradient (Cardoso, 1996) for optimization,
their learning rule yields results that compete with
fixed-point batch computations.

The equivariant adaptive separation via indepen-
dence (EASI) algorithm introduced by Cardoso and
Laheld (1996) isanonlinear decorrelation method. The

objective function J (W)=E {f (Wx)} is subject to
minimization with the orthogonal constraint imposed

on W and the nonlinearity g = f' chosen according to
data kurtosis. Its basic update rule equates to:

AW == (yy" ~1+9(y)y" -yg (y )W
(10)

Fixed-point (FP) algorithms are searching the
ICA solution by minimizing mutual information (MI)
among the estimated components (Hyvarinen, 1997).
The FastICA learning rule finds a direction w so that

the projection of w'x maximizes a contrast function

2
of the form Jg (W)= [E {f (WTX)} E {f (V)}J with
v standing for the standardized Gaussian variable. The
learning rule is basically a Gram-Schmidt-like decor-
relation method.

ALGORITHM ASSESSMENT

We comparatively run both PCA and ICA neural
algorithms using synthetically generated time series
additively corrupted with some white noise to alleviate
strict determinism (Table 1 and Fig. 4.). Neural PCA
was implemented using the bigradient algorithm since
it works for both minimization and maximization of
the criterion J, under the normality constraints enforced
by the penalty function J,.

The neural ICA algorithms were the extended info-
max of Bell and Sejnowski, a semi-adaptive fixed-point
fast ICAalgorithm (Hyvérinen & Oja, 1997), anadapted
variant of EASI algorithm optimized for real data, and
the extended generalized lambda distribution (EGLD)
maximum likelihood-based algorithm.

In the case of artificially generated sources, the ac-
curacy of separating the latent sources by an algorithm
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Table 1.The analytical form of the signals sources

Signal sources

Modulated sinusoid: S(1)=2=sin (t/149)* cos (t/8)
Square waves:

$(2)= sign (sin (12+t +9*cos (2/29)))
Saw-tooth:

S(3)=(rem(t,79)-17)/23
Impulsive curve:

5 (4)=((rem(t,23)-11)/9)

Exponential decay: S (5)=5+exp(—t/121)*cos (37 *t)
Spiky noise:

S(6)=((rand (1,T)<.5)*2—-1)xlog(rand (1,T))

Figure 4. Sub-Gaussian (left) and super-Gaussian (right) source signals and their corresponding histograms
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performing ICA can be measured by means of some
quantitative indexes. The first we used was defined as
the signal-to-interference ratio (SIR):

ax(Q )2

SIR = :
Q.TQ. —max (Q.)

1 N
W;lo . |Oglo

(11)

where Q =BA is the overall transforming matrix of
the latent source components, Q, is the i-th column

of Q, max(Qi) is the maximum element of Q,, and
N is the number of the source signals. The higher the
SIR is, the better the separation performance of the
algorithm.

A secondly employed index was the distance be-
tween the overall transforming matrix Q and an ideal
permutation matrix, which is interpreted as the cross-
talking error (CTE):

-3 a5 5Bl

~| < max|Q| = = max|Q |

(12)

Above, Q, is the ij-th element of Q, max|Q| is
the maximum absolute valued element of the row i

in Q, and max Q is the maximum absolute valued
element of the column j in Q. A permutation matrix is
defined so that on each of its rows and columns, only
one of the elements equals to unity while all the other
elements are zero. It means that the CTE attains its
minimum value zero for an exact permutation matrix
(i.e., perfectdecomposition) and goes positively higher
the more Q deviates from a permutation matrix (i.e.,
decomposition of lower accuracy).

We defined the relative signal retrieval er-
ror (SRE) as the Euclidian distance between the
source signals and their best matching estimated
components normalized to the number of source
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signals, times the number of time samples,
and times the module of the source signals:

i=1

Bz o)

The lower the SRE is, the better the estimates ap-
proximate the latent source signals.

The stabilized version of FastICA algorithm is at-
tractive by its fast and reliable convergence, and by the
lack of parameters to be tuned. The natural gradient
incorporated in the BS extended infomax performs
better than the original gradient ascent and is compu-
tationally less demanding. Though the BS algorithm
is theoretically optimal in the sense of dealing with
mutual information as objective function, like all neu-
ral unsupervised algorithms, its performance heavily
depends on the learning rates and its convergence is
rather slow. The EGLD algorithm separates skewed
distributions, even for zero kurtosis. In terms of com-
putational time, the BS extended infomax algorithm
was the fastest, FastlICA more faithfully retrieved the
sources among all algorithms under test, while the
EASI algorithm came out with a full transform matrix
Q that is the closest to unity.

, 1=12,..T

SRE =LN\/§‘£§‘[X' ©- (t)}zj

(13)

FUTURE TRENDS

Neuromorphic methods in exploratory analysis and
datamining are rapidly emerging applications of unsu-
pervised neural training. In recent years, new learning
algorithms have been proposed, yet their theoretical
properties, range of optimal applicability, and compara-
tive assessment have remained largely unexplored. No
convergence theorems are associated with the training
algorithms in use. Moreover, algorithm convergence
heavily depends on the proper choice of the learning
rate(s) and, even when convergence is accomplished,
the neural algorithmsare relatively slow compared with
batch-type computations. Nonlinear and nonstationary
neural ICA is expected to be developed due to ANNSs
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nonalgorithmic processing and their ability to learn
nonanalytical relationships if adequately trained.

CONCLUSION

Both PCA and ICA share some common features like
aiming at building generative models that are likely
to have produced the observed data and performing
information preservation and redundancy reduction.
In a neuromorphic approach, the model parameters
are treated as network weights that are changed during
the learning process. The main difficulty in function
approximation stems from choosing the network pa-
rameters that have to be fixed a priori, and those that
must be learnt by means of an adequate training rule.

PCA and ICA have major applications in data
mining and exploratory data analysis, such as signal
characterization, optimal feature extraction, and data
compression, as well as the basis of subspace classi-
fiers in pattern recognition. ICA is much better suited
than PCA to perform BSS, blind deconvolution, and
equalization.
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KEY TERMS

Artificial Neural Networks (ANNs): An informa-
tion-processing synthetic system made up of several
simple nonlinear processing units connected by ele-
ments that have information storage and programming
functions adapting and learning from patterns, which
mimics a biological neural network.

Blind Source Separation (BSS): Separation of
latent nonredundant (e.g., mutually statistically inde-
pendent or decorrelated) source signals from a set of
linear mixtures, such that the regularity of each result-
ing signal is maximized, and the regularity between
the signals is minimized (i.e. statistical independence
is maximized) without (almost) any information on
the sources.

Confirmatory Data Analysis (CDA): Anapproach
which, subsequent to data acquisition, proceeds with
the imposition of a prior model and analysis, estima-
tion, and testing model parameters.
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Exploratory Data Analysis (EDA): An approach
based on allowing the data itself to reveal its underly-
ing structure and model heavily using the collection of
techniques known as statistical graphics.

Independent Component Analysis (ICA): An
exploratory method for separating a linear mixture of
latent signal sources into independent components as
optimal estimates of the original sources on the basis
of their mutual statistical independence and non-Gaus-
sianity.

Learning Rule: Weight change strategy in a con-
nectionistsystemaiming to optimize a certain objective
function. Learning rules are iteratively applied to the
training set inputs with error gradually reduced as the
weights are adapting.

Principal Component Analysis (PCA): An or-
thogonal linear transform based on singular value
decomposition that projects data to a subspace that
preserves maximum variance.
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INTRODUCTION

Fuzzy logic became the core of a different approach
to computing. Whereas traditional approaches to
computing were precise, or hard edged, fuzzy logic
allowed for the possibility of a less precise or softer
approach (Klir etal., 1995, pp. 212-242). An approach
where precision is not paramount is not only closer to
the way humans thought, but may be in fact easier to
create as well (Jin, 2000). Thus was born the field of
soft computing (Zadeh, 1994). Other techniques were
added to this field, such as Artificial Neural Networks
(ANN), and genetic algorithms, both modeled on bio-
logical systems. Soon it was realized that these tools
could be combined, and by mixing them together, they
could cover their respective weaknesses while at the
same time generate something that is greater than its
parts, or in short, creating synergy.

Adaptive Neuro-fuzzy is perhaps the most prominent
of these admixtures of soft computing technologies
(Mitra et al., 2000). The technique was first created
when artificial neural networks were modified to work
with fuzzy logic, hence the Neuro-fuzzy name (Jang
etal., 1997, pp. 1-7). This combination provides fuzzy
systems with adaptability and the ability to learn. It
was later shown that adaptive fuzzy systems could be
created with other soft computing techniques, such
as genetic algorithms (Yen et al., 1998, pp. 469-490),
Rough sets (Pal et al., 2003; Jensen et al., 2004, Ang
et al., 2005) and Bayesian networks (Muller et al.,
1995), but the Neuro-fuzzy name was widely used, so
it stayed. In this chapter we are using the most widely
used terminology in the field.

Neuro-fuzzy is a blanket description of a wide
variety of tools and techniques used to combine any
aspect of fuzzy logic with any aspect of artificial neural

networks. For the most part, these combinations are
just extensions of one technology or the other. For
example, neural networks usually take binary inputs,
but use weights that vary in value from 0 to 1. Adding
fuzzy sets to ANN to convert a range of input values
into values that can be used as weights is considered a
Neuro-fuzzy solution. This chapter will pay particular
interest to the sub-field where the fuzzy logic rules are
modified by the adaptive aspect of the system.

The next part of this chapter will be organized as
follows: in section 1 we examine models and techniques
used to combine fuzzy logic and neural networks
together to create Neuro-fuzzy systems. Section 2
provides an overview of the main steps involved in the
development of adaptive Neuro-fuzzy systems. Section
3 concludes this chapter with some recommendations
and future developments.

NEURO-FUZZY TECHNOLOGY

Neuro-fuzzy Technology isabroad term used to describe
a field of techniques and methods used to combine
fuzzy logic and neural networks together (Jin, 2003,
pp. 111-140). Fuzzy logic and neural networks each
have their own sets of strengths and weaknesses, and
most attempts to combine these two technologies have
the goal of using each techniques strengths to cover
the others weaknesses.

Neural networks are capable of self-learning, clas-
sification and associating inputs with outputs. Neural
networks can also become a universal function ap-
proximator (Kosko, 1997, pp. 299; Nauck et al., 1998,
Nauck et al. 1999). Given enough information about
an unknown continuous function, such as its inputs
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and outputs, the neural network can be trained to ap-
proximate it. The disadvantages of neural networks are
they are not guaranteed to converge, that is to be trained
properly, and after they have been trained they cannot
give any information about why they take a particular
course of action when given a particular input.

Fuzzy logic Inference systems can give human
readable and understandable information about why
a particular course of action was taken because it is
governed by a series of IF THEN rules. Fuzzy logic
systems can adapt in a way that their rules and the pa-
rameters of the fuzzy sets associated with those rules
can be changed to meet some criteria. However fuzzy
logic systems lack the capability for self-learning,
and must be modified by an external entity. Another
salient feature of fuzzy logic systems is that they are,
like artificial neural networks, capable of acting as
universal approximators.

The common feature of being able to act as a uni-
versal approximator is the basis of most attempts to
merge these two technologies. Not only it can be used
toapproximate afunction butitcan also be used by both
neural networks, and fuzzy logic systems to approximate
each other as well. (Pal et al., 1999, pp. 66)

Universal approximation is the ability of a system
to replicate a function to some degree. Both neural
networks and fuzzy logic systems do this by using a
non-mathematical model of the system (Jang et al.,
1997, pp. 238; Pal et al., 1999, pp. 19). The term ap-
proximate is used as the model does not have to match
the simulated function exactly, although it is sometime
possible to do so if enough information about the func-
tion is available. In most cases it is not necessary or
even desirable to perfectly simulate a function as this
takes time and resources that may not be available and
close is often good enough.

Categories of Neuro-Fuzzy Systems

Effortsto combine fuzzy logic and neural networks have
been underway for several years and many methods
have been attempted and implemented. These methods
are of two major categories:

e FuzzyNeural Networks (FNN): are neural networks

that can use fuzzy data, such as fuzzy rules, sets
and values (Jin, 2003, pp.205-220).
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e Neural-Fuzzy Systems (NFS): are fuzzy systems
“augmented” by neural networks (Jin, 2003,
pp.111-140).

There also four main architectures used for imple-
menting neuro-fuzzy systems:

* Fuzzy Multi-layer networks (Jang, 1993; Mitra et
al., 1995; Mitraetal., 2000; Mamdani et al., 1999;
Sugeno et al., 1988, Takagi et al., 1985).

* Fuzzy Self-Organizing Map networks (Drobics
et al., 2000; Kosko, 1997, pp. 98; Haykin, 1999,
pp. 443)

» Black-Box Fuzzy ANN (Bellazzietal., 1999; Qiu,
2000; Monti, 1996)

e HybridArchitectures (Zatwarnicki, 2005; Borzem-
ski et al., 2003; Marichal et al., 2001; Rahmoun et
al., 2001; Koprinskaetal., 2000; Wang et al. 1999;
Whitfort et al., 1995).

DEVELOPMENT OF ADAPTIVE
NEURO-FUZZY SYSTEMS

Developing an Adaptive Neuro-fuzzy system is a pro-
cessthatissimilar to the proceduresusedto create fuzzy
logic systems, and neural networks. One advantage of
this combined approach is that it is usually no more
complicated than either approach taken individually.

As noted above, there are two methods of creating
a Neuro-fuzzy system; integrating fuzzy logic into a
neural network framework (FNN), and implementing
neural networks into a fuzzy logic system (NFS). A
fuzzy neural network is justaneural network with some
fuzzy logic components; hence is generally trained like
a normal neural network is.

Training Process: The training regimen for a NFS
differsslightly from that used to create aneural network
and a fuzzy logic system in some key ways, while at
the same time incorporating many improvements over
those training methods.

The training process of a Neuro-fuzzy system has
five main steps: (Von Altrock, 1995, pp. 71-75)

. Obtain Training Data: The data must cover all
possible inputs and output, and all the critical
regions of the function if it is to model it in an
appropriate manner.
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. CreateaFuzzy Logic System: The fuzzy system
may be anexisting systemwhich isknown towork,
such as one that has been in production for some
time or one that has been created by following
expert system development methodologies.

. Define the Neural Fuzzy Learning: This phase
deals with defining what you want the system to
learn. Thisallows greater control over the learning
process while still allowing for rule knowledge
discovery.

e Training Phase: To run the training algorithm.
The algorithm may have parameters that can be
adjusted to modify how the system is to be modi-
fied during training.

e Optimization and Verification: Validation can
take many forms, butwill usually involve feeding
the system a series of known inputs to determine
if the system generates the desired output, and or
iswithinacceptable parameters. Furthermore, the
rulesand membership functions may be extracted
so they can be examined by human experts for
correctness.

CONCLUSION AND FUTURE
DEVELOPMENTS

Advantages of ANF systems: Although there are many
ways to implement a Neuro-fuzzy system, the advan-
tages described for these systems are remarkably uni-
form across the literature. The advantages attributed to
Neuro-fuzzy systems as compared to ANNs are usually
related to the following aspects:

. Faster to train: This is due to the massive num-
ber of connections present in the ANN, and the
non-trivial number of calculations associated with
each. As well, most neural fuzzy systems can be
trained by going through the data once, whereas a
neural network may need to be exposed to the same
training data many times before it converges.

. Lesscomputational resources: Neural fuzzy sys-
tem is smaller in size and contains fewer internal
connections than a comparable ANN, hence it is
faster and use significantly less resources.

»  Offer the possibility to extract the rules: This
is a major advantage over ANNS in that the rules
governing a system can be communicated to the
human users in an easily understandable form.

Limitation of ANF systems: The greatest limitation
in creating adaptive systems is known as the “Curse of
Dimensionality”, which is named after the exponen-
tial growth in the number of features that the model
has to keep track of as the number of input attributes
increases. Each attribute in the model is a variable in
the system, which corresponds to an axis in a multidi-
mensional graph that the function is mapped into. The
connections between different attributes correspond to
the number of potential rules in the system as given
by the formula:

N Yvariables (Gorrostieta et al., 2006)

rules = (Llingustic_terms

Thisformulabecomes more complicated if there are
different numbers of linguistic variables (fuzzy sets)
coveringeach attribute dimension. Fortunately there are
ways around this problem. As the neural fuzzy system
is only approximating the function being modeled, the
system may not need all the attributes to achieve the
desired results.

Another area of criticism in the Neuro-fuzzy field is
related to aspectsthat can’tbe learned or approximated.
One of the most known aspects here is the caveat at-
tached to the universal approximation. In fact, the
function being approximated has to be continuous; a
continuous function is a function that does not have
a singularity, a point where it goes to infinity. Other
functionsthat Adaptive Neuro-fuzzy systems may have
problems learning are things like encryptionalgorithms,
which are purposely designed to be resistant to this
type of analysis.

Future developments: Predicting the future has
always been hard; however for ANF technology the
future expansion has been made easy because of the
widespread use of its basis technology (neural networks
and fuzzy logic). Mixing of these technologies creates
synergies as they remediate to each other weaknesses.
ANF technology allows complex system to be grown
instead of someone having to build them.

One of the most promising areas for ANF systems
is System Mining. There exist many cases where we
wish to automate a system that cannot be systematically
described inamathematical manner. Thismeansthere is
noway of creating asystemusing classical development
methodologies (i.e. Programming a simulation.). If we
have an adequately large set of examples of inputs and
their corresponding outputs, ANF can be used to get
a model of the system. The rules and their associated
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fuzzy sets can then be extracted from this system and
examined for details about how the system works. This
knowledge can be used to build the system directly.
One interesting application of thistechnology is to audit
existing complex systems. The extracted rules could
be used to determine if the rules match the exceptions
of what the system is supposed to do, and even detect
fraud actions. Alternatively, the extracted model may
show an alternative, and or more efficient manner of
implementing the system.
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KEY TERMS

Artificial Neural Networks (ANN): An artificial
neural network, often just called a “neural network”
(NN), is an interconnected group of artificial neurons
that uses amathematical model or computational model
for information processing based on a connectionist
approach to computation. Knowledge is acquired by
the network from its environment through a learning
process, and interneuron connection strengths (synaptic
weighs) are used to store the acquired knowledge.

Evolving Fuzzy Neural Network (EFuNN): An
Evolving Fuzzy Neural Network is a dynamic archi-
tecture where the rule nodes grow if needed and shrink
by aggregation. New rule units and connections can
be added easily without disrupting existing nodes.
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The learning scheme is often based on the concept of
“winning rule node”.

Fuzzy Logic: Fuzzy logic is an application area of
fuzzy set theory dealing with uncertainty in reasoning.
Itutilizes concepts, principles, and methods developed
within fuzzy set theory for formulating various forms
of sound approximate reasoning. Fuzzy logic allows for
set membership values to range (inclusively) between
0 and 1, and in its linguistic form, imprecise concepts
like “slightly”, “quite” and “very”. Specifically, it al-
lows partial membership in a set.

Fuzzy Neural Networks (FNN): are Neural Net-
works thatare enhanced with fuzzy logic capability such
as using fuzzy data, fuzzy rules, sets and values.

Neuro-Fuzzy Systems (NFS): A neuro-fuzzy sys-
tem is a fuzzy system that uses a learning algorithm
derived from or inspired by neural network theory to
determine its parameters (fuzzy sets and fuzzy rules)
by processing data samples.

Self-Organizing Map (SOM): The self-organiz-
ing map is a subtype of artificial neural networks. It
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is trained using unsupervised learning to produce low
dimensional representation of the training samples while
preserving the topological properties of the input space.
The self-organizing map is a single layer feed-forward
network where the output syntaxes are arranged in low
dimensional (usually 2D or 3D) grid. Each input is con-
nected to all output neurons. Attached to every neuron
there is a weight vector with the same dimensionality
as the input vectors. The number of input dimensions
is usually a lot higher than the output grid dimension.
SOMs are mainly used for dimensionality reduction
rather than expansion.

Soft Computing: Soft Computing refers to a
partnership of computational techniques in computer
science, artificial intelligence, machine learning and
some engineering disciplines, which attempt to study,
model, and analyze complex phenomena. The principle
partners at this juncture are fuzzy logic, neuron-com-
puting, probabilistic reasoning, and genetic algorithms.
Thus the principle of soft computing is to exploit the
tolerance for imprecision, uncertainty, and partial truth
to achieve tractability, robustness, low cost solution,
and better rapport with reality.
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INTRODUCTION

Before the advent of software engineering, the lack
of memory space in computers and the absence of
established programming methodologies led early
programmers to use self-modification as a regular
coding strategy.

Although unavoidable and valuable for that class
of software, solutions using self-modification proved
inadequate while programs grew in size and complex-
ity, and security and reliability became major require-
ments.

Software engineering, in the 70’s, almost led to the
vanishing of self-modifying software, whose occurrence
was afterwards limited to small low-level machine-
language programs with very special requirements.

Nevertheless, recentresearch developedinthisarea,
and the modern needs for powerful and effective ways
to represent and handle complex phenomena in high-
technology computers are leading self-modification
to be considered again as an implementation choice
in several situations.

Artificial intelligence strongly contributed for this
scenario by developing and applying non-conventional
approaches, e.g. heuristics, knowledge representation
and handling, inference methods, evolving software/
hardware, genetic algorithms, neural networks, fuzzy
systems, expert systems, machine learning, etc.

In this publication, another alternative is proposed
for developing Artificial Intelligence applications: the
use of adaptive devices, a special class of abstractions
whose practical application in the solution of current
problems is called Adaptive Technology.

The behavior of adaptive devices is defined by a
dynamic set of rules. In this case, knowledge may be
represented, stored and handled within that set of rules
by adding and removing rules that represent the addition
or elimination of the information they represent.

Because of the explicitway adopted for representing
and acquiring knowledge, adaptivity provides a very
simple abstraction for the implementation of artificial
learning mechanisms: knowledge may be comfortably

gathered by inserting and removing rules, and handled
by tracking the evolution of the set of rules and by inter-
preting the collected information as the representation
of the knowledge encoded in the rule set.

MAIN FOCUS OF THIS ARTICLE

This article provides concepts and foundations on
adaptivity and adaptive technology, gives a general
formulation for adaptive abstractions in use and indi-
cates their main applications.

It shows how rule-driven devices may turn into
adaptive devices to be applied in learning systems
modeling, and introduces arecently formulated kind of
adaptive abstractions having adaptive subjacent devices.
This novel feature may be valuable for implementing
meta-learning, since it enables adaptive devices to
change dynamically the way they modify their own
set of defining rules.

A significant amount of information concerning
adaptivity and related subjects may be found at the
(LTA Web site).

BACKGROUND

This section summarizes the foundations of adaptivity
and establishes a general formulation for adaptive rule-
driven devices (Neto, 2001), non-adaptivity being the
only restriction imposed to the subjacent device.

Some theoretical background is desirable for
the study and research on adaptivity and Adaptive
Technology: formal languages, grammars, automata,
computation models, rule-driven abstractions and
related subjects.

Nevertheless, either for programming purposes or
for an initial contact with the theme, it may be unprob-
lematic to catch the basics of adaptivity even having no
prior expertise with computer-theoretical subjects.

Inadaptive abstractions, adaptivity may be achieved
by attaching adaptive actions to selected rules chosen
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from the rule set defining some subjacent non-adap-
tive device.

Adaptive actionsenable adaptive devicesto dynami-
cally change their behavior without external help, by
modifying their own set of defining rules whenever
their subjacent rule is executed.

For practical reasons, up to two adaptive actions are
allowed: one to be performed prior to the execution of
its underlying rule, and the other, after it.

Anadaptive device behaves justas it were piecewise
non-adaptive: starting with the configuration of its initial
underlying device, it iterates the following two steps,
until reaching some well-defined final configuration:

*  While no adaptive action is executed, run the
underlying device;

. Modify the set of rules defining the device by
executing an adaptive action.

Rule-Driven Devices

A rule-driven device is any formal abstraction whose
behavior is described by a rule set that maps each pos-
sible configuration of the device into a corresponding
next one.

Adeviceisdeterministic when, forany configuration
and any input, a single next configuration is possible.
Otherwise, it is said non-deterministic.

Non-deterministic devices allow multiple valid
possibilities for each move, and require backtracking,
so deterministic equivalents are usually preferable in
practice.

Assume that:

. D is some rule-driven device, defined as

D=(C,R,S,c,, A).
. C is its set of possible configurations.

«  RcCx(Su{e })xCis the set of rules describ-
ing its behavior, where £ denotes empty stimulus,
representing no events at all.

e Sisitsset of valid input stimuli.

. ¢, € C is its initial configuration.
. A c C is its set of final configurations.

Let ¢,= ¢, (forshort, ¢,= c;,,) denote the ap-
plication of some rule r = (c;,s,c;,, )e R tothe current
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configuration c, in response to some input stimulus

seSu {s }, yielding its next configuration c,

i+1°

Successive applications of rules in response to a

stream w e S * of inputstimuli, starting from the initial
configuration ¢ and leading to some final configuration

c e A isdenoted ¢, =, ¢ (The star postfix operator in
the formulae denotes the Kleene closure: its preceding
element may be re-instantiated or reapplied an arbitrary
number of times).

We say that D defines a sentence w if, and only if,

¢, =, ¢ holdsforsome ¢ e A.ThecollectionL(D)ofall
such sentences is called the language defined by D:

L(D)={we S*|c, =, c.ceA .

Adaptive (Rule-Driven) Devices

An adaptive rule-driven device AD = (NDO, AIVI)
associates an initial subjacent rule-driven device
ND, = (C, NR,.S,c,, A), to some adaptive mechanism
AM, that can dynamically change its behavior by modi-
fying its defining rules.

That is accomplished by executing non-null adap-
tive actions chosen from a set AA of adaptive actions,
which includes the null adaptive action a°.

A built-in counter t starts at 0 and is self-incre-
mented upon any adaptive actions’ execution. Let X.
denote the value of X after j executions of adaptive
actions by AD.

Adaptive actions in AA call functions that map AD
current set AR of adaptive rules into AR, by inserting
to and removing adaptive rules ar from AM.

Let AR be the set of all possible sets of adaptive

rulesfor AD.Any a* € A mapsthe currentsetof rules
AR,€ARinto AR, €AR:

a“: AR > AR

AMassociatestoeachrulenr” e NRof ADunderlying
device ND a pair of adaptive actions ba®,aa” e AA:

AM < AAx NR x AA



Adaptive Technology and Its Applications

Notation

Whenwriting elementary adaptiveactions,?[ ar ], + [ar]

and — [ar] respectively denote searching, inserting and
eliminating adaptive rules that follow template ar.

Note that ar may contain references to parameters,
variables and generators, in order to allow cross-refer-
encing among elementary adaptive actions inside an
adaptive function.

Given an underlying rule nr® e NR, we define an
adaptive rule ar” e AM as:

ar"z(ba",nrp,aa")

For each AD move, AM applies some ar?in three
steps:

a.  execution of adaptive action barbefore applying
the subjacent rule nr?;

b.  application of the underlying non-adaptive rule
nre;

c.  execution of adaptive action aar.

The following algorithm sketches the overall op-
eration of AD:

1. Initialize ¢, w;

If w is exhausted, go to 7 else get next event s;

3. Forthe current configuration ¢, determine the set
CR of c-compatible rules;

n

a. ifCR={, rejectw.

b. ifCR={(c,s,c" )} apply (c,s.c') as in steps
4-6, leading AD to ¢, =c'.

c. if cr={ :(ct,s,ckl)|ck eC,k=1..nn>1},
apply all rules r<in parallel, as in steps 4-6, leading

ADto c',c?,...,c", respectively.

4. Ifba® =a° goto2,else apply first bar. If rule ar®
were removed by baPf, go to 3 aborting ar®, else
AD reached an intermediate configuration, then
goto 2.

5. ApplynrPto the current (intermediate) configura-
tion, yielding a new intermediate configuration;

6. Applyaa,yielding the next(stable) configuration
for AD; go to 2

7. If some c, e F was reached, then AD accepts
w, otherwise AD rejects w; stop.

Hierarchical Multi-Level Adaptive
Devices

Let us define a more elaborated adaptive device by
generalizing the definition above. Call non-adaptive
devices level-0 devices; define level-1 devices those
having subjacent level-0 devices, to each of whose rules
a pair of level-1 adaptive actions are attached.

Let the subjacent device be some level-k adaptive
device. One may construct a level-(k+1) device attach-
ing a pair of level-(k+1) adaptive actions to each of its
rules. This is the induction step for the definition of hi-
erarchically structured multi-level adaptive devices.

Besides the set of rules defining the subjacent level-k
device, for k > 0, adaptive functions’ subjacent device
performs at its own level, which may use level-(k+1)
adaptive actions to modify the behavior of level-k
adaptive functions.

So, fork>0, level-(k+1) devices can change the way
theirsubjacent level-k devices modify themselves. That
also holds for k = 1, since even for k = 0 the (empty)
set of adaptive functions still exists.

Notation

The absence of adaptive actions in non-adaptive rules
nrisexplicitly expressed by stating all level-Orulesrin
the form (a°nr a° ). Therefore, level-k rules r, take the

general format (b, r,_, a, ), with both b, and a, level-k
adaptive actions for any adaptive levelk > 0.

So, level-k adaptive devices have all their defining
rules stated in the standard form

(bk (bk_l(. . (bl(ao(c,c ,c)a’ )ai) , ,)ak_l)ak )

with

(bkfl ((b1 (a° (c.o,c¢)a g )... )akfl )

representing one of the rules defining the subjacent
level-(k — 1) adaptive device.
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Hence, level-i adaptive actions can modify both the
set of level-i adaptive rules and the set of elementary
adaptive actions defining level-(i — 1) adaptive func-
tions.

A SIMPLE ILLUSTRATIVE EXAMPLE

In the following example, graphical notation is used
for clarity and conciseness. When drawing automata,
(as usual) circles represent states; double-line circles
indicate final states; arrows indicate transitions; labels
onthearrowsindicate tokens consumed by the transition
and (optionally) an associated adaptive action. When
representing adaptive functions, automata fragmentsin
brackets stand for a group of transitions to be added (+)
or removed (-) when the adaptive action is applied.
Figure 1 shows the starting shape of an adaptive
automaton that accepts a"b?'c®", n>0. At state 1, it
includes a transition consuming a, which performs

adaptive action 4().
Figure 2 defines how () operate:

Figure 1. Initial configuration of the illustrative adap-
tive automaton

LOROR©

alA()

Figure 2. Adaptive function 4 ()

A= |
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. Using state 2 asreference, eliminate empty transi-
tions using states x and y

. Add a sequence starting at x, with two transitions
consuming b

. Append the sequence of two empty transitions
sharing state 2

Append a sequence with three transitions consuming c,
ending at y.

Figure 3 shows the first two shape changes of this
automaton after consuming the two first symbols a
(at state 1) in sentence ab*c®. In its last shape, the
automaton trivially consumes the remaining b“c®, and
does not change any more.

There are many other examples of adaptive devices
in the references. This almost trivial and intuitive case
was shown here for illustration purposes only.

Knowledge Representation

The preceding example illustrates how adaptive devices
use the set of rules as their only element for represent-
ing and handling knowledge.

A rule (here, a transition) may handle parametric
information in its components (here, the transition’s
origin and destination states, the token labeling the
transition, the adaptive function it calls, etc.).

Rules may be combined together in order to represent
some non-elementary information (here, the sequences
of transitions consuming tokens “b” and “c” keep track
of the value of nin each particular sentence). This way,
rules and their components may work and may be in-
terpreted as low-level elements of knowledge.

Although being impossible to impose rules on how
to represent and handle knowledge in systems repre-

6!

Jloto)
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Figure 3. Configurations of the adaptive automaton after executing A (') once and twice

b Cb CSCS Cc CCCC@

alA()

alA() ]
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sented with adaptive devices, the details of the learning
process may be chosenaccordingtothe particular needs
of each system being modeled.

In practice, the learning behavior of an adaptive
device may be identified and measured by tracking
the progress of the set of rules during its operation and
interpreting the dynamics of its changes.

Inthe above example, when transitions are added to

the automaton by executing adaptive action 4 (), one
may interpret the length of the sequence of transitions
consuming “b” (or “c”’) as amanifestation of the knowl-
edge that is being gathered by the adaptive automaton
on the value of n (its exact value becomes available
after the sub-string of tokens “a” is consumed).

FUTURE TRENDS

Adaptive abstractions represent a significant theoreti-
cal advance in Computer Science, by introducing and
exploring powerful non-classical concepts such as:
time-varying behavior, autonomously dynamic rule
sets, multi-level hierarchy, static and dynamic adap-
tive actions.

Those conceptsallow establishingamodeling style,
proper for describing complex learning systems, for
efficiently solving traditionally hard problems, for
dealing with self-modifying learning methods, and
for providing computer languages and environments
for comfortable elaboration of quality programs with
dynamically-variant behavior.

Allthose featuresare vital for conceiving, modeling,
designing and implementing applications in Artificial
Intelligence, which benefits from adaptivity while
expressing traditionally difficult-to-describe Artificial
Intelligence facts.

Listed below are features Adaptive Technology
offers to several fields of Computation, especially to
Artificial Intelligence-related ones, indicating their
main impacts and applications.

e Adaptive Technology providesatrue computation
model, constructed around formal foundations.
Most Artificial Intelligence techniques in use
are very hard to express and follow since the
connection between elements of the models and
information they represent is often implicit, so
their operation reasoning is difficult for a human
to track and plan. Adaptive rule-driven devices
concentrate all stored knowledge in their rules,
andthe whole logic that handles such information,
intheir adaptive actions. Such properties open for
Artificial Intelligence the possibility to observe,
understand and control adaptive-device-modeled
phenomena. By following and interpreting how
and why changes occur in the device set of rules,
and by tracking semantics of adaptive actions, one
can infer the reasoning of the model reactions to
its input.

e Adaptive devices have enough processing power
to model complex computations. In (Neto, 2000)
some well-succeeded use cases are shown with
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simple and efficient adaptive devices used instead
of complex traditional formulations.

Adaptive Devices are Turing Machine-equiva-
lent computation models that may be used in the
construction of single-notation full specifications
of programming languages, including lexical,
syntactical, context-dependent static-semanticis-
sues, language built-infeatures such asarithmetic
operations, libraries, semantics, code generation
and optimization, run-time code interpreting,
etc.

Adaptive devices are well suited for representing
complex languages, including idioms. Natural
language particularly require several features to
be expressed and handled, as word inflexions, or-
thography, multiple syntax forms, phrase ordering,
ellipsis, permutation, ambiguities, anaphora and
others. A few simple techniques allow adaptive
devices to deal with such elements, strongly sim-
plifying the effort of representing and processing
them. Applications are wide, including machine
translation, datamining, text-voice and voice-text
conversion, etc.

Computer art is another fascinating potential
application of adaptive devices. Music and other
artistic expressions are forms of human language.
Givensome language descriptions, computerscan
capture human skills and automatically generate
interesting outputs. Well-succeeded experiments
were carried out in the field of music, with excel-
lent results (Basseto, 1999).

Decision-taking systems may use Adaptive Deci-
sion Tables and Trees for constructing intelligent
systems that accept training patterns, learn how
to classify them, and therefore, classify unknown
patterns. Well-succeeded experiments include:
classifying geometric patterns, decoding sign
languages, locating patterns in images, generat-
ing diagnoses from symptoms and medical data,
etc.

Language inference uses Adaptive Devices to
generate formal descriptions of languages from
samples, by identifying and collecting structural
information and generalizing on the evidence
of repetitive or recursive constructs (Matsuno,
2006).

Adaptive Devices can be used for learning pur-
poses by storing as rules the gathered information
on some monitored phenomenon. In educational
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systems, the behavior of both students and train-
ers can be inferred and used to decide how to
proceed.

e One can construct Adaptive Devices whose
underlying abstraction is a computer language.
Statements in such languages may be considered
as rules defining behavior of a program. By at-
taching adaptive rules to statements, the program
becomes self-modifiable. Adaptive languages are
needed for adaptive applications to be expressed
naturally. For adaptivity to become a true pro-
gramming style, techniques and methods must be
developed to construct good adaptive software,
since adaptive applications developed so far were
usually produced in strict ad-hoc way.

CONCLUSION

Adaptive Technology concernstechniques, methods and
subjects referring to actual application of adaptivity.

Adaptive automata (Neto, 1994) were first proposed
for practical representation of context-sensitive lan-
guages (Rubinstein, 1995). Adaptive grammars (lwai,
2000) were employed as its generative counterpart
(Burshteyn, 1990), (Christiansen, 1990), (Cabasino,
1992), (Shutt, 1993), (Jackson, 2006).

For specification and analysis of real time reactive
systems, works were developed based on adaptive
versions of statecharts (Almeida Jr., 1995), (Santos,
1997). An interesting confirmation of power and
usability of adaptive devices for modeling complex
systems (Neto, 2000) was the successful use of Adap-
tive Markov Chains in a computer music-generating
device (Basseto, 1999).

Adaptive Decision Tables (Neto, 2001) and Adap-
tive Decision Trees (Pistori, 2006) are nowadays being
experimented in decision-taking applications.

Experiments have been reported that explore the
potential of adaptive devices for constructing language
inference systems (Neto, 1998), (Matsuno, 2006).

An importantarea in which adaptive devices shows
its strength is the specification and processing of natural
languages (Neto, 2003). Many other results are being
achieved whilerepresenting syntactical context-depen-
dencies of natural language.

Simulation and modeling of intelligent systems are
other concrete applications of adaptive formalisms, as
illustrated in the description of the control mechanism
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of an intelligent autonomous vehicle which collects
information from its environment and builds maps
for navigation.

Many other applications for adaptive devices are
possible in several fields.
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KEY TERMS

Adaptivity: Property exhibited by structures that
dynamically and autonomously change their own be-
havior in response to input stimuli.

Adaptive Computation Model: Turing-powerful
abstraction that mimic the behavior of potentially self-
modifying complex systems.
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Adaptive Device: Structure with dynamic be-
havior, with some subjacent device and an adaptive
mechanism.

Adaptive Functionsand Adaptive Actions: Adap-
tive actions are calls to adaptive functions, which can
determine changes to perform on its layer’s rule set
and on their immediately subjacent layer’s adaptive
functions.

Adaptive Mechanism: Alteration discipline as-
sociated to an adaptive device’s rule set that change
the behavior of its subjacent device by performing
adaptive actions.

Adaptive Rule-Driven Device: Adaptive device
whose behavior is defined by a dynamically changing
set of rules, e.g. adaptive automata, adaptive gram-
mars, etc.

Context-Dependency: Reinterpretation of terms,
dueto conditionsoccurring elsewhere inasentence, e.g.
agreement rules in English, type-checking in Pascal.
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Context-Sensitive (-Dependent) Formalism:
Abstraction capable of representing Chomsky type-1
or type-0 languages. Adaptive Automata and Adaptive
Context-free Grammars are well suited to express such
languages.

Hierarchical (Multilevel) Adaptive Device:
Stratified adaptive structures whose involving layer’s
adaptive actions can modify both its own layer’s rules
and its underlying layer’s adaptive functions.

Subjacent (or Underlying) Device: Any device
used as basis to formulate adaptive devices. The in-
nermost of a multilevel subjacent device must be
non-adaptive.
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Advanced Cellular Neural Networks Image
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INTRODUCTION

Since its introduction to the research community in
1988, the Cellular Neural Network (CNN) (Chua
& Yang, 1988) paradigm has become a fruitful soil
for engineers and physicists, producing over 1,000
published scientific papers and books in less than 20
years (Chua & Roska, 2002), mostly related to Digital
Image Processing (DIP). This Artificial Neural Net-
work (ANN) offers a remarkable ability of integrating
complex computing processes into compact, real-time
programmable analogic VVLSI circuits as the ACE16k
(Rodriguez etal., 2004) and, more recently, into FPGA
devices (Perko et al., 2000).

CNN is the core of the revolutionary Analogic
Cellular Computer (Roska et al., 1999), a program-
mable system based on the so-called CNN Universal
Machine (CNN-UM) (Roska & Chua, 1993). Analogic
CNN computers mimic the anatomy and physiology of
many sensory and processing biological organs (Chua
& Roska, 2002).

This article continues the review started in this
Encyclopaedia under the title Basic Cellular Neural
Network Image Processing.

BACKGROUND

The standard CNN architecture consists of an M x N
rectangular array of cells C(i,j) with Cartesian coordi-
nates (i,j),i=1,2,...,M,j=1,2,...,N. Each cell or
neuron C(i,j) is bounded to a sphere of influence S (i,j)
of positive integer radius r, defined by:

Sr(i,j)={C(k,|)

max {|k_i|,|._,-|}gr}

1<k<M I<I<N
M)

This set is referred as a (2r +1) x (2r +1) neigh-
bourhood. The parameter r controls the connectivity

of acell. Whenr >N /2 and M = N, a fully connected
CNN is obtained, a case that corresponds to the classic
Hopfield ANN model.

The state equation of any cell C(i,j) inthe M x N
array structure of the standard CNN may be described

by:

[AG, jik,)- Y () + B ik D)%, ]+ 1,

)

dz, (t
C£=_£Zij(t)+ Z
dt R c(kDeS, (i)

where C and R are values that control the transient
response of the neuron circuit (just like an RC filter), |
is generally a constant value that biases the state matrix
Z= {Zij}, and S, is the local neighbourhood defined in
(1), which controls the influence of the input data X =
{x;} and the network output Y = {y,} for time t.

Thismeans thatboth inputand output planes interact
with the state of a cell through the definition of a set of
real-valued weights, A(i, j; k, I) and B(i, j; k, ), whose
size is determined by r. The cloning templates A and
B are called the feedback and feed-forward operators,
respectively.

Anisotropic CNN is typically defined with constant
valuesforr, I, Aand B, implying that for an inputimage
X, aneuron C(i, j) is provided for each pixel (i, j), with
constant weighted circuits defined by the feedback and
feed-forward templates Aand B. The neuron state value
Z, is adjusted with the bias parameter I, and passed as
input to an output function of the form:

1
Yii :E(Izij (t)+1|_|zij (t)_lD (3)

The vast majority of the templates defined in the
CNN-UM template compendium of (Chua & Roska,
2002) are based on this isotropic scheme, using r = 1
and binary images in the input plane. If no feedback
(i.e. A=0)isused, thenthe CNN behaves asaconvolu-
tion network, using B as a spatial filter, | as a threshold
and the piecewise linear output (3) as a limiter. Thus,
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virtually any spatial filter from DIP theory can be
implemented on such a feed-forward CNN, ensuring
binary output stability via the definition of a central
feedback absolute value greater than 1.

ADVANCED CNN IMAGE PROCESSING

In this section, a description of more complex CNN
modelsis performed in order to provide adeeper insight
into CNN design, including multi-layer structures and
nonlinear templates, and also to illustrate its powerful
DIP capabilities.

Nonlinear Templates
Aproblem often addressed in DIP edge detection is the

robustness against noise (Jain, 1989). In this sense, the
EDGE CNN detector for grey-scale images given by

1 -1 -1
A=2,B,.=|-1 8 -1|,1=-05
| (4)

is a typical example of a weak-against-noise filter, as a
result of fixed linear feed-forward template combined
with excitatory feedback. One way to provide the
detector with more robustness against noise is via the
definition of a nonlinear B template of the form:

bbb 05 |xij—xkl|>th
Beontour =| P O b | where b=
b b b “1x x| <th

®)

This nonlinear template actually defines different
coefficients for the surrounding pixels prior to perform
the spatial filtering of the input image X. Thus, a CNN
defined withnonlinear templates is generally dependent
of X, and can not be treated as an isotropic model.

Justtwo values for the surrounding coefficients of B
are allowed: one excitatory for greater than a threshold
thluminance differences with the central pixel (i.e. edge
pixels), and the other inhibitory, doubled in absolute
value, for similar pixels, where th is usually set around
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0.5. The feedback template A = 2 remains unchanged,
but the value for the bias I must be chosen from the
following analysis:

For a given state z. element, the contribution w,
of the feed-forward nonlinear filter of (5) may be
expressed as:

w; =-1.0-p,+0.5- p,

=—(8-p,)+0.5-p,
=-8+15-p, Q)

where p_is the number of similar pixels in the 3 x 3
neighbourhood and p, the rest of edge pixels. E.g. if
the central pixel has 8 edge neighbours, w,=12-8=
4, whereas if all its neighbours are similar to it, then
w; =-8. Thus, a pixel will be selected as edge depend-
ing on the number of its edge neighbours, providing
the possibility of noise reduction. For instance, edge
detection for pixels with at least 3 edge neighbours
forces that | € (4, 5).

Themainresultisthatthe inclusion of nonlinearities
in the definition of B coefficients and, by extension,
the pixel-wise definition of the main CNN parameters
gives rise to more powerful and complex DIP filters
(Chua & Roska, 1993).

Morphologic Operators

Mathematical Morphology is an important contributor
to the DIP field. In the classic approach, every morpho-
logic operator is based on a series of simple concepts
from Set Theory. Moreover, all of them can be divided
into combinations of two basic operators: erosion and
dilation (Serra, 1982). Both operators take two pieces of
data as input: the binary input image and the so-called
structuring element, which is usually represented by
a 3x3 template.

A pixel belongs to an object if it is active (i.e. its
value is 1 or black), whereas the rest of pixels are
classified as background, zero-valued elements. Basic
morphologic operators are defined using only object
pixels, marked as 1 in the structuring element. If a
pixel is not used in the match, it is left blank. Both
dilation and erosion operators may be defined by the
structuring elements
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1
and @)

for 8 or 4-neighbour connectivity, respectively. In
dilation, the structuring element is placed over each
input pixel. If any of the 9 (or 5) pixels considered in
(7) is active, then the output pixel will be also active
(Jain, 1989). The erosion operator can be defined as
the dual of dilation, i.e. a dilation performed over the
background.

More complex morphologic operators are based
on structuring elements that also contains background
pixels. This is the case of the Hit and Miss Transform
(HMT), a generalized morphologic operator used to
identify certain local pixel configurations. For instance,
the structuring elements defined by

0 1
0 1 01
0 0 0(0]|0
and (8)

are used to find 90° convex corner object pixels within
the image. Apixel will be selected as active inthe output
image if its local neighbourhood exactly matches with
that defined by the structuring element. However, in
order to calculate a full, non-orientated corner detector
it will be necessary to perform 8 HMT, one for each
rotated version of (8), OR-ing the 8 intermediate output
images to obtain the final image (Fisher et al., 2004).

In the CNN context, the HMT may be obtained in
a straightforward manner by:

1 s =1

- il I 20'5_ ps
0 otherwise

A=2, By by :{
9)

where S = {s_} is the structuring element and p_is the
total number of active pixels in it.

Since the input template B of the HTM CNN is
defined via the structuring element S, and given that
there are 2° = 512 distinct 3 x 3 possible structuring
elements, there will also be 512 different hit-and-miss
erosions. Forachieving the opposite result, i.e. hit-and-
miss dilation, the threshold must be the opposite of that
in (9) (Chua & Roska, 2002).

Dynamic Range Control CNN and
Piecewise Linear Mappings

DIP techniques can be classified by the domain where
they operate: the image or spatial domain or the
transform domain (e.g. the Fourier domain). Spatial
domain techniques are those who operate directly over
the pixels within an image (e.g. its intensity level). A
generic spatial operator can be defined by

Y@, )=T[XG DL (10)
where X and Y are the input and output images, re-
spectively, and T is a spatial operator defined over a
neighbourhood S_around each pixel X(i, j), as defined
in (1). Based on this neighbourhood, spatial operators
can be grouped into two types: Single Point Process-
ing Operators, also known as Mapping Operators, and
Local Processing Operators, which can be defined by
a spatial filter (i.e. 2D-discrete convolution) mask
(Jain, 1989).

The simplest form of Tis obtained when S is 1 pixel
size. In this case, Y only depends of the intensity value
of X for every pixel and T becomes an intensity level
transformation function, or mapping, of the form
s=T(r) (12)
where r and s are variables that represent grey
level in X and Y, respectively.

According to this formulation, mappings can be
achieved by direct application of a function over a
range of input intensity levels. By properly choosing
the form of T, a number of effects can be obtained, as
the grey-level inversion, dynamic range compression
orexpansion (i.e. contrastenhancement), and threshold
binarization for obtaining binary masks used inanalysis
and morphologic DIP.

A mapping is linear if its function T is also linear.
Otherwise, T is not linear and the mapping is also non-
linear. An example of nonlinear mapping is the CNN
output function (3). It consists of three linear segments:
two saturated levels, -1 and +1, and the central linear
segment with unitary slope that connects them. This
function is said to be piecewise linear and is closely
related to the well-known sigmoid function utilized in
the Hopfield ANN (Chua & Roska, 1993). It performs
a mapping of intensity values stored in Z in the [-1,
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+1] range. The bias | controls the average point of the
input range, where the output function gives a zero-
valued outcome.

Starting from the original CNN cell or neuron
(1)-(3), a brief review of the Dynamic Range Control
(DRC) CNN model first defined in (Fernandez et al.,
2006) follows. This network is designed to perform a
piecewise linear mapping T over X, with input range
[m—d, m+d] and output range [a, b]. Thus,

a —0< X (i,j)<m-d
T[X(@i.))]= bz;da(x (i,j)—m)+b+Ta m-d<X(i,j)<m+d
b m+d< X (i, j)<+mo

(12)

In order to be able to implement this function in
a multi-layer CNN, the following constraints must
be met:

lb-aj<2 and d <1 (13)

A CNN cell which controls the desired input range
can be defined with the following parameters:

A,=0,B,=1/d, 1, =-m/d (14)

This network performs a linear mapping between
[m—d, m+d] and [-1,+1]. Its output is the input of a
second CNN whose parameters are:

A,=0,B,=(b-a)2,1,=(b+a)2  (I5)

The output of this second network is exactly the
mapping T defined in (12) bounded by the constraints
of (13).

One of the simplest techniques used in grey-scale
image contrast enhancement is contrast stretching or
normalization. This technique maximizes the dynamic
range of the intensity levels within the image from
suitable estimates of the maximum and minimum in-
tensity values (Fisher et al., 2004). Thus, in the case
of normalized grey-scale images, where the minimum
(i.e. black) and maximum (i.e. white) intensity levels
are represented by 0 and 1 values, respectively; if such
an image with dynamic intensity range [f, g] < [0, +1]
is fed in the input of the 2-layer CNN defined by (14)
and (15), the following parameters will achieve the
desired linear dynamic range maximization:
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a=0,b=1m=(g+f/2,d=(g-1)/2
(16)

The DRC network can be easily applied to a first
order piecewise polynomial approximation of nonlinear,
continuous mappings. One of the valid possibilities is
the multi-layer DRC CNN implementation of error-
controlled Chebyshev polynomials, as described in
(Fernéndezetal., 2006). The possible mappingsinclude,
among many others, the absolute value, logarithmic,
exponential, radial basis and integer and real-valued
power functions.

FUTURE TRENDS

There is a continuous quest by engineers and special-
ists: compete with and imitate nature, especially some
“smart” animals. Vision is one particular area which
computer engineersare interested in. Inthis context, the
so-called Bionic Eye (Werblin et al., 1995) embedded
in the CNN-UM architecture is ideal for implementing
many spatio-temporal neuromorphic models.

With its powerful image processing toolbox and
a compact VLSI implementation (Rodriguez et al.,
2004), the CNN-UM can be used to program or mimic
different models of retinas and even combinations of
them. Moreover, it can combine biologically based
models, biologically inspired models, and analogic
artificial image processing algorithms. This combina-
tion will surely bring a broader kind of applications
and developments.

CONCLUSION

A number of other advances in the definition and
characterization of CNN have been researched in the
past decade. This includes the definition of methods
for designing and implementing larger than 3x3 neigh-
bourhoods in the CNN-UM (Kék & Zarandy, 1998),
the CNN implementation of some image compression
techniques (Venetianer et al., 1995) or the design of
a CNN-based Fast Fourier Transform algorithm over
analogic signals (Perko et al., 1998), between many
others.

Inthisarticle, ageneral review of the main properties
and features of the Cellular Neural Network model has
been addressed focusing on its DIP applications. The
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CNN is now a fundamental and powerful toolkit for
real-time nonlinear image processing tasks, mainly due
to its versatile programmability, which has powered its
hardware development for visual sensing applications
(Roska et al., 1999).
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KEY TERMS

Bionics: The application of methods and systems
found in nature to the study and design of engineering
systems. The word seems to have been formed from
“biology” and “electronics” and was first used by J.
E. Steele in 1958.

Chebyshev Polynomial: An important type of
polynomials used in data interpolation, providing the
best approximation of a continuous function under the
maximum norm.

Dynamic Range: Aterm used to describe the ratio
between the smallest and largest possible values of a
variable quantity.

FPGA: Acronym that stands for Field-Program-
mable Gate Array, a semiconductor device invented
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in 1984 by R. Freeman that contains programmable
interfaces and logic components called “logic blocks”
used to perform the function of basic logic gates (e.g.
XOR) or more complex combination functions such
as decoders.

Piecewise Linear Function: A function f(x) that
can be split into a number of linear segments, each of
which is defined for a non-overlapping interval of X.

Spatial Convolution: A term used to identify the
linear combination of a series of discrete 2D data (a
digital image) with a few coefficients or weights. In
the Fourier theory, a convolution in space is equivalent
to (spatial) frequency filtering.

Template: Also known as kernel, or convolution
kernel, is the set of coefficients used to perform a spa-
tial filter operation over a digital image via the spatial
convolution operator.

VLSI: Acronym that stands for Very Large Scale
Integration. It is the process of creating integrated cir-
cuits by combining thousands (nowadays hundreds of
millions) of transistor-based circuits into a single chip.
Atypical VLSI device is the microprocessor.
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INTRODUCTION

An intelligent system is a system that has, similar to
a living organism, a coherent set of components and
subsystems working together to engage in goal-driven
activities. In general, an intelligent system is able to
sense and respond to the changing environment; gather
and store information in its memory; learn from earlier
experiences; adapt its behaviorsto meet new challenges;
and achieve its pre-determined or evolving objectives.
The system may start with a set of predefined stimulus-
response rules. Those rules may be revised and improved
through learning. Anytime the system encounters a
situation, it evaluates and selects the most appropriate
rules from its memory to act upon.

Most human organizations such as nations,
governments, universities, and business firms, can
be considered as intelligent systems. In recent years,
researchers have developed frameworks for building
organizations around intelligence, as opposed
to traditional approaches that focus on products,
processes, or functions (e.g., Liang, 2002; Gupta and
Sharma, 2004). Today’s organizations must go beyond
traditional goals of efficiency and effectiveness; they
needto have organizational intelligence inorder to adapt
and survive in a continuously changing environment
(Liebowitz, 1999). The intelligent behaviors of those
organizations include monitoring of operations,
listening and responding to stakeholders, watching
the markets, gathering and analyzing data, creating
and disseminating knowledge, learning, and effective
decision making.

Modeling intelligent systems has been a challenge
for researchers. Intelligent systems, in particular,
those involve multiple intelligent players, are complex

systems where system dynamics does not follow
clearly defined rules. Traditional system dynamics
approaches or statistical modeling approaches rely on
rather restrictive assumptions such as homogeneity of
individuals inthe system. Many complex systems have
components or units which are also complex systems.
This fact has significantly increased the difficulty of
modeling intelligent systems. Agent-based modeling
of complex systems such as ecological systems, stock
market, and disaster recovery has recently garnered
significant research interest from a wide spectrum of
fields from politics, economics, sociology, mathematics,
computer science, management, to information systems.
Agent-based modeling is well suited for intelligent
systemsresearchas itoffersaplatformto study systems
behavior based onindividual actionsand interactions. In
the following, we presentthe conceptsand illustrate how
intelligent agents can be used in modeling intelligent
systems.

We start with basic concepts of intelligent agents.
Then we define agent-based modeling (ABM) and
discuss strengths and weaknesses of ABM. The next
sectionappliesABMto intelligentsystem modeling. We
use an example of technology diffusion for illustration.
Research issues and directions are discussed next,
followed by conclusions.

INTELLIGENT AGENT

Intelligent agents, also known as software agents, are
computer applications that autonomously sense and
respond to environmentinthe pursuit of certain designed
objectives (Wooldridge and Jennings, 1995). Intelligent
agents exhibit some level of intelligence. They can be

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.



used toassist the user in performing non-repetitive tasks,
such as seeking information, shopping, scheduling,
monitoring, control, negotiation, and bargaining.

Intelligent agents may come in various shapes and
forms such as knowbots, softbots, taskbots, personal
agents, shopbots, information agents, etc. No matter
what shape or formthey have, intelligentagents exhibit
one or more of the following characteristics:

e Autonomous: Beingabletoexercise control over
their own actions.

e Adaptive/Learning: Being able to learn and
adapt to their external environment.

*  Social: Being able to communicate, bargain,
collaborate, and compete with other agents on
behalf of their masters (users).

. Mobile: Being able to migrate themselves from
one machine/systemto another inanetwork, such
as the Web.

. Goal-oriented: Being able to act in accordance
with built-in goals and objectives.

. Communicative: Being able to communicate
with people or other agents thought protocols
such as agent communication language (ACL).

. Intelligent: Being able to exhibit intelligent
behavior such asreasoning, generalizing, learning,
dealing with uncertainty, using heuristics, and
natural language processing.

AGENT-BASED MODELING

Using intelligent agents and their actions and
interactions in a given environment to simulate the
complex dynamics of a system is referred to as agent-
based modeling. ABM research is closely related to the
research incomplex systems, emergence, computational
sociology, multi agent systems, evolutionary
programming, and intelligent organizations. In ABM,
system behavior results from individual behaviors and
collective behaviors of the agents. Researchers of ABM
are interested in how macro phenomena are emerging
from micro level behaviors among a heterogeneous
set of interacting agents (Holland, 1992). Every agent
has its attributes and its behavior rules. When agents
encounter in the agent society, each agent individually
assesses the situation and makes decisions on the basis
of its behavior rules. In general, individual agents do
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not have global awareness in the multi-agent system.

Agent-based modeling allows a researcher to set
different parameters and behavior rules of individual
agents. The modeler makes assumptions that are most
relevant to the situation at hand, and then watches
phenomena emerge from the interactions of the agents.
Various hypotheses can be tested by changing agent
parameters and rules. The emergent collective pattern
of the agent society often leads to results that may not
have been predicated.

One of the mainadvantages of ABM over traditional
mathematical equation based modeling is the ability
to model individual styles and attributes, rather than
assuming homogeneity of the whole population.
Traditional models based onanalytical techniques often
becomeintractable as the systems reach real-world level
of complexity. ABM is particularly suitable for studying
system dynamics that are generated from interactions
of heterogeneousindividuals. Inrecentyears, ABM has
been used in studying many real world systems, such
as stock markets (Castiglione 2000), group selection
(Pepper2000), and workflow and information diffusion
(Neri2004). Bonabeau (2002) presentsagood summary
of ABM methodology and the scenarios where ABM
is appropriate.

ABM is, however, not immune from criticism. Per
Bonabeau (2002), “an agent-based model will only
be as accurate as the assumptions and data that went
into it, but even approximate simulations can be very
valuable”. It has also been observed that ABM relies on
simplified models of rule-based human behavior that
often fail to take into consideration the complexity of
human cognition. Besides, it suffers from “unwrapping”
problem as the solution is built into the program and
thus prevents occurrence of new or unexpected events
(Macy, 2002).

ABM FOR INTELLIGENT SYSTEMS

An intelligent system is a system that can sense and
respond to its environment in pursuing its goals
and objectives. It can learn and adapt based on past
experience. Examples of intelligent systems include,
but not limited to, the following: biological life such
as human beings, artificial intelligence applications,
robots, organizations, nations, projects, and social
movements.
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Walter Fritz (1997) suggeststhat the key components
of an intelligent system include objectives, senses,
concepts, growth of a concept, present situation,
response rules, mental methods, selection, actions,
reinforcement, memory and forgetting, sleeping,
and patterns (high level concepts). It is apparent that
traditional analytical modeling techniques are not
able to model many of the components of intelligent
systems, let alone the complete system dynamics.
However, ABM lends itself well to such a task. All
those components can be models as agents (albeit
some in abstract sense). An intelligent system is thus
made of inter-related and interactive agents. ABM is
especially suitable for intelligent systems consist of a
large number of heterogeneous participants, such as a
human organization.

Modeling Processes

Agent-based modeling for intelligent systems starts with
a thorough analysis of the intelligent systems. Since
the system under consideration may exhibit complex
behaviors, we need to identify one or a few key features
to focus on. Given a scenario of the target intelligent
system, we first establish a set of objectives that we
aim to achieve via the simulation of the agent-based
representation of the intelligent system. The objectives
of the research can be expressed as a set of questions
to which we seek answers (Doran, 2006).

A conceptual model is created to lay out the
requirements for achieving the objectives. Thisincludes
defining the entities, such as agents, environment,
resources, processes, and relationships. The conceptual
modeling phase answers the question of what—what
are needed. The desigh model determines how the
requirements can be implemented, including defining
the features and relevant behaviors of the agents
(Brown, 2006).

Depending on the goals of a particular research, a
model may involve the use of designed or empirically
grounded agents. Designed agents are those endowed
with characteristics and behaviors that represent
conditions for testing specific hypotheses about the
intelligent systems. When the agents are empirically
grounded, they are used to represent real world entities,
such as individuals or processes in an organization.
Empirically grounded agents are feasible only when
dataaboutthe real world entitiesare available. Similarly,
the environment within which the agents act can be

designed or empirically grounded. In practice, a study
may start with simple models, often with designed
agents and environments, to explore certain specific
dynamics of the system.

The design model is refined through the calibration
process, in which design parameters are modified to
improve the desired characteristics of the model. The
final step in the modeling process is validation where
we check the agent individual behavior, interactions,
and emergent properties of the system against expected
design features. Validation usually involves comparison
of model outcomes, often at the macro-level, with
comparable outcomes in the real world (Midgley, el
at., 2007). Figure 1 shows the complete modeling
process. A general tutorial on ABM is given by Macal
and North (2005).

ABM for Innovation Diffusion

We present an example of using agent-based intelligent
system modeling for studying the acceptance and
diffusion of innovative ideas or technology. Diffusion
of innovation has been studied extensively over the
last few decades (Rogers, 1995). However, traditional
research in innovation diffusion has been grounded on
case based analysis and analytical systems modeling

Figure 1. Agent-based modeling process
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(e.g., using differential and difference equations).
Agent-based modeling for diffusion of innovation is
relatively new. Our example is adopted from a model
created by Michael Samuels (2007), implemented with
a popular agent modeling system—NetLogo.

The objective of innovation diffusion modeling is
to answer questions such as how an idea or technology
is adopted in a population, how different people (e.g.,
innovators, early adopters, and change agents) influence
each other, and under what condition an innovation
will be accepted or rejected by the population. In the
conceptual modeling, we identify various factors that
influence an individual’s propensity for adopting the
innovation. Those factorsare broadly divided into to two
categories: internal influences (e.g., word-of-mouth)
and external influences (e.g. mass media). Any factor
that exerts its influence through individual contact is
considered internal influence.

Individuals in the target population are divided
into four groups: adopter, potential (adopter), change
agent, and disrupter. Adopters are those who have
adopted the innovation, while potentials are those
who have certain likelihood to adopt the innovation.
Change agents are the champions of the innovation.
They are very knowledgeable and enthusiastic about the
innovation, and often play a critical role in facilitating
its-diffusion. Disruptersare those who play an opposite
role of change agents. They are against the current
innovation, oftentimes because they favor an even

Figure 2. Agents and influences
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newer and perceived better innovation. The four groups
of agents and their relationships are depicted in Figure
2. Itiscommon, although not necessary, to assume that
those four groups make up the entire population.

In a traditional diffusion model, such as the Bass
model (Bass, 1996), the diffusion rate depends only
on the number of adopters (and potential adopters,
given fixed population size). Characteristics of
individuals inthe population are ignored. Even in those
models where it is assumed that potential adopters
have varying threshold for adopting an innovation
(Abrahamson and Rosenkopf, 1997), the individuality
isvery limited. However, in agent-based modeling, the
types of individuals and individual characteristics are
essentially unbounded. For example, we can divide
easily adopters into innovators, early adopters, and
late adopters, etc. If necessary, various demographic
and social-economic features can be bestowed to
individual agents. Furthermore, both internal influence
and external influence can be further attributed to more
specific causes. For example, internal influence through
social networks can be divided into traditional social
networks that consists friends and acquaintances and
virtual social networks formed online. Table 1 lists
typical factors that affect the propensity of adopting
an innovation.

An initial study of innovation diffusion, such as the
one in Michael Samuels (2007), can simply aggregate
all internal influences into “word-of-month” and all
external influences into mass media. Each potential
adopter’s tendency of converting to an adopter is
influenced by chance encounter with other agents. If a
potential adopter meets a change agent, who is an avid
promoter of the innovation, he would become more
knowledgeable about the advantages of the innovation,
and more likely to adopt. An encounter with a disrupter

Tablel. Typical internal and external influences

Internal influence External influence
Word-of-mouth Newspapers
Telephone Television

Instant message Culture

Chat Internet/Web

Blog Online communities
(S)?f(l:iljl)networks (online/ RSS
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creates the opposite effect, as a disrupter favors a
different type of innovation.

In order for the simulated model to accurately reflect
areal-worldsituation, the model structure and parameter
values should be carefully selected. For example, we
need to decide how much influence each encounter
will result; what is the probability of encountering a
change agent or a disrupter; how much influence is
coming from the mass media, etc. We can get these
values through surveys, statistical analysis of empirical
data, or experiments specifically designed to elicit data
from real world situations.

TRENDS AND RESEARCH ISSUES

As illustrated through the example of modeling the
diffusion of innovation in an organization, industry, or
society, agent-based modeling can be used to model
the adaptation of intelligent systems that consist of
intelligent individuals. As most intelligent systems
are complex in both structure and system dynamics,
traditional modeling tools that require too many
unrealistic assumptions have become less effective
in modeling intelligent systems. In recent years,
agent-based modeling has found a wide spectrum of
applications such as in business strategic solutions,
supply chain management, stock markets, power
economy, social evolution, military operations, security,
and ecology (North and Macal, 2007). As ABM tools
and resources become more accessible, research and
applications of agent-based intelligent system modeling
are expected to increase in the near future.

Some challenges remain, though. Using ABM
to model intelligent systems is a research area that
draws theories from other fields, such as economics,
psychology, sociology, etc., but without its own well
established theoretic foundation. ABM has four key
assumptions (Macy and Willer, 2002): Agents act
locally with little or no central authority; agents are
interdependent; agents follow simple rules, and agents
are adaptive. However, some of those assumptions may
notbe applicable to intelligent systemmodeling. Central
authorities, or central authoritative information such as
mass media in the innovation diffusion example, may
play animportantrole in intelligent organizations. Not
all agents are alike in an intelligent system. Some may
be independent, non-adaptive, or following complex
behavior rules.

ABM uses a “bottom-up” approach, creating
emergent behaviors of an intelligent system through
“actors” rather than “factors”. However, macro-level
factors have direct impact on macro behaviors of the
system. Macy and Willer (2002) suggest that bringing
those macro-level factors back will make agent-based
modeling more effective, especially in intelligent
systems such as social organizations.

Recentintelligentsystemsresearch hasdevelopedthe
concept of integrating human and machine-based data,
knowledge, and intelligence. Kirn (1996) postulates
that the organization of the 21 century will involve
artificial agents based system highly intertwined with
human intelligence of the organization. Thus, a new
challenge for agent-based intelligent system modeling
is to develop models that account for interaction,
aggregation, and coordination of intelligent agent and
human agents. The ABM will represent not only the
human players in an intelligent system, but also the
intelligent agents that are developed in real-world
applications in those systems.

CONCLUSION

Modeling intelligent systems involving multiple
intelligent players has been difficult using traditional
approaches. We have reviewed recent development
in agent-based modeling and suggest agent-based
modeling is well suited for studying intelligent
systems, especially those systems with sophisticated
and heterogeneous participants. Agent-based modeling
allows us to model system behaviors based on the
actions and interactions of individuals in the system.
Although most ABM research focuses on local rules
and behaviors, it is possible that we integrate global
influences in the models. ABM represents a novel
approach to model intelligent systems. Combined with
traditional modeling approaches (for example, micro-
level simulation as proposed in MoSeS), ABM offers
researchers a promising tool to solve complex and
practical problems and to broaden research endeavors
(Wu, 2007).
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KEY TERMS

Agent Based Modeling: Using intelligent agents
and theiractionsand interactions inagiven environment
to simulate the complex dynamics of a system.

Diffusion of Innovation: Popularized by Everett
Rogers, it is the study of the process by which an
innovation is communicated and adopted over time
among the members of a social system.

Intelligent Agent: An autonomous software
programthatisableto learnand adapttoitsenvironment
in order to perform certain tasks delegated to it by its
master.

Intelligent System: A system that has a coherent
set of components and subsystems working together
to engage in goal-driven activities.

Intelligent System Modeling: The process of
construction, calibration, and validation of models of
intelligent systems.

Multi-Agent System: A distributed system with a
group of intelligent agents that communicate, bargain,
compete, and cooperate with other agents and the
environment to achieve goals designated by their
masters.

Organizational Intelligence: The ability of an
organization to perceive, interpret, and select the most
appropriate response to the environment in order to
advance its goals.
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Al and Ideas by Statistical Mechanics

Lester Ingber
Lester Ingber Research, USA

INTRODUCTION

A briefing (Allen, 2004) demonstrates the breadth and
depth complexity required to address real diplomatic,
information, military, economic (DIME) factors for the
propagation/evolution ofideas through defined popula-
tions. An open mind would conclude that it is possible
that multiple approaches may be required for multiple
decision makers in multiple scenarios. However, it is
in the interests of multiple decision-makers to as much
as possible rely on the same generic model for actual
computations. Many users would have to trust that the
coded model is faithful to process their inputs.

Similar to DIME scenarios, sophisticated competi-
tive marketing requires assessments of responses of
populations to new products.

Many large financial institutions are now trading at
speeds barely limited by the speed of light. They co-
locate their servers close to exchange floors to be able
to turn quotes into orders to be executed within msecs.
Clearly, trading at these speeds require automated al-
gorithms for processing and making decisions. These
algorithmsare based on "technical" information derived
from price, volume and quote (Level I1) information.
The next big hurdle to automated trading is to turn
"fundamental” information into technical indicators,
e.g., to include new political and economic news into
such algorithms.

BACKGROUND

The concept of “memes” is an example of an approach
todeal with DIME factors (Situngkir, 2004). The meme
approach, using a reductionist philosophy of evolution
among genes, is reasonably contrasted to approaches
emphasizing the need to include relatively global influ-
ences of evolution (Thurtle, 2006).

There are multiple other alternative works being
conducted world-wide that must be at least kept in
mind while developing and testing models of evolu-
tion/propagation of ideas in defined populations: A

study onasimple algebraic model of opinion formation
concluded that the only final opinions are extremal
ones (Aletti et al., 2006). A study of the influence on
chaos on opinion formation, using a simple algebraic
model, concluded that contrarian opinion could persist
and be crucial in close elections, albeit the authors
were careful to note that most real populations prob-
ably do not support chaos (Borghesi & Galam, 2006).
Alimited review of work in social networks illustrates
that there are about as many phenomena to be explored
as there are disciplines ready to apply their network
models (Sen, 2006).

Statistical Mechanics of Neocortical
Interactions (SMNI)

Aclassof Al algorithms that has not yet been developed
in this context takes advantage of information known
about real neocortex. It seems appropriate to base an
approach for propagation of ideas on the only system
so far demonstrated to develop and nurture ideas, i.e.,
the neocortical brain. Astatistical mechanical model of
neocortical interactions, developed by the author and
tested successfully in describing short-term memory
(STM) and electroencephalography (EEG) indicators,
is the proposed bottom-up model. Ideas by Statistical
Mechanics (ISM) is a generic program to model evo-
lution and propagation of ideas/patterns throughout
populations subjected to endogenous and exogenous
interactions (Ingber, 2006). ISM develops subsets of
macrocolumnar activity of multivariate stochastic de-
scriptions of defined populations, with macrocolumns
defined by theirlocal parameters within specific regions
and with parameterized endogenous inter-regional
and exogenous external connectivities. Parameters of
subsets of macrocolumns will be fit to patterns repre-
senting ideas. Parameters of external and inter-regional
interactions will be determined that promote or inhibit
the spread of these ideas. Fitting such nonlinear systems
requires the use of sampling techniques.

The author's approach uses guidance from his sta-
tistical mechanics of neocortical interactions (SMNI),

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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developed in a series of about 30 published papers
from 1981-2001 (Ingber, 1983; Ingber, 1985; Ingber,
1992; Ingber, 1994; Ingber, 1995; Ingber, 1997). These
papers also address long-standing issues of informa-
tion measured by electroencephalography (EEG) as
arising from bottom-up local interactions of clusters
of thousands to tens of thousands of neurons interact-
ing via short-ranged fibers), or top-down influences of
global interactions (mediated by long-ranged myelin-
ated fibers). SMNI does this by including both local
and global interactions as being necessary to develop
neocortical circuitry.

Statistical Mechanics of Financial
Markets (SMFM)

Tools of financial risk management, developed to
process correlated multivariate systems with differ-
ing non-Gaussian distributions using modern copula
analysis enables bona fide correlations and uncertain-
ties of success and failure to be calculated. Since 1984,
the author has published about 20 papers developing a
Statistical Mechanics of Financial Markets (SMFM),
many available at http://www.ingber.com. These are
relevant to ISM, to properly deal with real-world dis-
tributions that arise in such varied contexts.

Gaussian copulas are developed in a project Trad-
ing in Risk Dimensions (TRD) (Ingber, 2006). Other
copula distributions are possible, e.g., Student-t distri-
butions. These alternative distributions can be quite
slow because inverse transformations typically are not
as quick as for the present distribution. Copulas are
cited as an important component of risk management
not yet widely used by risk management practitioners
(Blanco, 2005).

Sampling Tools

Computational approaches developed to process dif-
ferent approaches to modeling phenomena must not
be confused with the models of these phenomena. For
example, the meme approach lends it self well to a
computational scheme inthe spiritof geneticalgorithms
(GA). The cost/objective function that describes the
phenomena of course could be processed by any other
sampling technique such as simulated annealing (SA).
One comparison (Ingber & Rosen, 1992) demonstrated
the superiority of SA over GA on cost/objective func-
tions used in a GA database. That study used Very Fast

Simulated Annealing (VFSR), created by the author
for military simulation studies (Ingber, 1989), which
hasevolved into Adaptive Simulated Annealing (ASA)
(Ingber, 1993). However, it is the author's experience
that the Art and Science of sampling complex systems
requires tuning expertise of the researcher as well as
good codes, and GA or SA likely would do as well on
cost functions for this study.

If there are not analytic or relatively standard math
functions for the transformations required, then these
transformations must be performed explicitly numeri-
callyincodesuchas TRD. Then,the ASA_PARALLEL
OPTIONS already existingin ASA (developedas part of
the1994 National Science Foundation Parallelizing ASA
and PATHINT Project (PAPP)) would be very useful to
speed up real time calculations (Ingber, 1993). Below,
only a few topics relevant to ISM are discussed. More
details are in a previous report (Ingber, 2006).

SMNI AND SMFM APPLIED TO
ARTIFICIAL INTELLIGENCE

Neocortex has evolved to use minicolumns of neurons
interacting via short-ranged interactions in macrocol-
umns, and interacting via long-ranged interactions
across regions of macrocolumns. This common ar-
chitecture processes patterns of information within
and among different regions of sensory, motor, as-
sociative cortex, etc. Therefore, the premise of this
approach is that this is a good model to describe and
analyze evolution/propagation of ideas among defined
populations.

Relevant to this study is that a spatial-temporal
lattice-field short-time conditional multiplicative-
noise (nonlinear in drifts and diffusions) multivariate
Gaussian-Markovian probability distribution is de-
veloped faithful to neocortical function/physiology.
Such probability distributions are a basic input into
the approach used here. The SMNI model was the first
physical application of anonlinear multivariate calculus
developed by other mathematical physicists in the late
1970s to define a statistical mechanics of multivariate
nonlinear nonequilibrium systems (Graham, 1977;
Langouche et al., 1982).
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SMNI Tests on STM and EEG

SMNI builds from synaptic interactions to minicolum-
nar, macrocolumnar, and regional interactions in neo-
cortex. Since 1981, a series of SMNI papers has been
developed model columns and regions of neocortex,
spanning mm to cm of tissue. Most of these papers
have dealtexplicitly with calculating properties of STM
and scalp EEG in order to test the basic formulation
of this approach (Ingber, 1983; Ingber, 1985; Ingber
& Nunez, 1995).

The SMNI modeling of local mesocolumnar
interactions (convergence and divergence between
minicolumnar and macrocolumnar interactions) was
tested on STM phenomena. The SMNI modeling of
macrocolumnar interactions across regions was tested

Al and Ideas by Statistical Mechanics

SMNI Description of STM

SMNI studies have detailed that maximal numbers of
attractors lie within the physical firing space of both
excitatory and inhibitory minicolumnar firings, consis-
tent with experimentally observed capacities of audi-
tory and visual STM, when a "centering” mechanism
is enforced by shifting background noise in synaptic
interactions, consistent with experimental observations
under conditions of selective attention (Ingber, 1985;
Ingber, 1994).

These calculations were further supported by high-
resolution evolution of the short-time conditional-prob-
ability propagator using PATHINT (Ingber & Nunez,
1995). SMNI correctly calculated the stability and
duration of STM, the primacy versus recency rule,

on EEG phenomena.

Figure 1. Illustrated are three biophysical scales of neocortical interactions: (a)-(a*)-(a') microscopic neurons;
(b)-(b") mesocolumnar domains; (c)-(c') macroscopic regions (Ingber, 1983). SMNI has developed appropriate
conditional probability distributions at each level, aggregating up from the smallest levels of interactions. In
(a*) synaptic inter-neuronal interactions, averaged over by mesocolumns, are phenomenologically described by
the mean and variance of a distribution . Similarly, in (a) intraneuronal transmissions are phenomenologically
described by the mean and variance of T'. Mesocolumnar averaged excitatory (E) and inhibitory (1) neuronal
firings M are represented in (a'). In (b) the vertical organization of minicolumns is sketched together with their
horizontal stratification, yielding a physiological entity, the mesocolumn. In (b') the overlap of interacting
mesocolumns at locations r and r' from times t and t + 71 is sketched. In (c) macroscopic regions of neocortex
are depicted as arising from many mesocolumnar domains. (c') sketches how regions may be coupled by long-
ranged interactions.

- — b

a)
107 um 10w 147

a7 (b} o]
4 I >
T | @
\l}.— \Ur—rg

e 9

ME =D

€= ==

[F

60



Al and Ideas by Statistical Mechanics

random access to memories within tenths of a second
as observed, and the observed 7+2 capacity rule of
auditory memory and the observed 4+2 capacity rule
of visual memory.

SMNI also calculates how STM patterns (e.g.,
from a given region or even aggregated from multiple
regions) may be encoded by dynamic modification of
synaptic parameters (within experimentally observed
ranges) into long-term memory patterns (LTM) (Ing-
ber, 1983).

SMNI Description of EEG

Using the power of this formal structure, sets of EEG
and evoked potential data from a separate NIH study,
collected to investigate genetic predispositions to al-
coholism, were fitted to an SMNI model on a lattice
of regional electrodes to extract brain “signatures”
of STM (Ingber, 1997). Each electrode site was
represented by an SMNI distribution of independent
stochastic macrocolumnar-scaled firing variables,
interconnected by long-ranged circuitry with delays
appropriate to long-fiber communication in neocor-
tex. The global optimization algorithm ASA was used
to perform maximum likelihood fits of Lagrangians
defined by path integrals of multivariate conditional
probabilities. Canonical momenta indicators (CMI)
were thereby derived for individual's EEG data. The
CMI give better signal recognition than the raw data,
and were used to advantage as correlates of behavioral
states. In-sample data was used for training (Ingber,
1997), and out-of-sample data was used for testing
these fits. The architecture of ISM is modeled using
scales similar to those used for local STM and global
EEG connectivity.

Generic Mesoscopic Neural Networks

SMNIwasappliedtoaparallelized generic mesoscopic
neural networks (MNN) (Ingber, 1992), adding com-
putational power to a similar paradigm proposed for
target recognition.

"Learning" takes place by presenting the MNN with
data, and parametrizing the data in terms of the firings,
or multivariate firings. The "weights," or coefficients
of functions of firings appearing in the drifts and dif-
fusions, are fit to incoming data, considering the joint
"effective” Lagrangian (including the logarithm of the
prefactor in the probability distribution) as a dynamic

Figure 2. Scales of interactions among minicolumns
are represented, within macrocolumns, across macro-
columns, and across regions of macrocolumns

/W\
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cost function. This program of fitting coefficients in
Lagrangian uses methods of ASA. "Prediction™ takes
advantage of a mathematically equivalent representa-
tion of the Lagrangian path-integral algorithm, i.e.,
a set of coupled Langevin rate-equations. A coarse
deterministic estimate to "predict” the evolution can
be applied using the most probable path, but PATHINT
has been used. PATHINT, even when parallelized,
typically can be too slow for "predicting™ evolution of
these systems. However, PATHTREE is much faster.

Architecture for Selected ISM Model

The primary objective is to deliver a computer model
that containsthe following features: (1) Amultivariable
space will be defined to accommodate populations.
(2) A cost function over the population variables in
(1) will be defined to explicitly define a pattern that
can be identified as an Idea. A very important issue is
for this project is to develop cost functions, not only
how to fit or process them. (3) Subsets of the popula-
tion will be used to fit parameters — e.g, coefficients
of variables, connectivities to patterns, etc. — to an
Idea, using the cost function in (2). (4) Connectivity
of the population in (3) will be made to the rest of the
population. Investigations will be made to determine
what endogenous connectivity is required to stop or
promote the propagation of the Idea into other regions
of the population. (5) External forces, e.g., acting only
onspecificregions of the population, will be introduced,
to determine how these exogenous forces may stop or
promote the propagation of an Idea.

Application of SMNI Model

The approach is to develop subsets of Ideas/macroco-
lumnar activity of multivariate stochastic descriptions of
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defined populations (of a reasonable but small popula-
tion samples, e.g., of 100-1000), with macrocolumns
defined by theirlocal parameters within specific regions
(larger samples of populations) and with parameterized
long-ranged inter-regional and external connectivities.
Parameters of a given subset of macrocolumns will
be fit using ASA to patterns representing Ideas, akin
to acquiring hard-wired long-term (LTM) patterns.
Parameters of external and inter-regional interactions
will be determined that promote or inhibit the spread
of these Ideas, by determining the degree of fits and
overlaps of probability distributions relative to the
seeded macrocolumns.

That is, the same Ideas/patterns may be represented
in other than the seeded macrocolumns by local conflu-
ence of macrocolumnar and long-ranged firings, akin
to STM, or by different hard-wired parameter LTM
sets that can support the same local firings in other
regions (possible in nonlinear systems). SMNI also
calculates how STM can be dynamically encoded into
LTM (Ingber, 1983).

Small populations in regions will be sampled to
determine if the propagated Idea(s) exists in its pattern
space where it did exist prior to its interactions with the
seeded population. SMNI derives nonlinear functions
as arguments of probability distributions, leading to
multiple STM, e.g., 7+2 for auditory memory capac-
ity. Some investigation will be made into nonlinear
functional forms other than those derived for SMNI,
e.g., to have capacities of tens or hundreds of patterns
for ISM.

Application of TRD Analysis

This approach includes application of methods of port-
folio risk analysis to such statistical systems, correct-
ing two kinds of errors committed in multivariate risk
analyses: (E1) Although the distributions of variables
being considered are not Gaussian (or not tested to see
how close they are to Gaussian), standard statistical
calculations appropriate only to Gaussian distribu-
tions are employed. (E2) Either correlations among
the variables are ignored, or the mistakes committed
in (E1) — incorrectly assuming variables are Gaussian
— are compounded by calculating correlations as if all
variables were Gaussian.

Itshould be understood thatany sampling algorithm
processing a huge number of states can find many
multiple optima. ASA's MULTI_MIN OPTIONS are
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used to save multiple optima during sampling. Some
algorithms might label these states as "mutations” of
optimal states. Itisimportantto beable to include them
in final decisions, e.g., to apply additional metrics of
performance specific to applications. Experience with
risk-managing portfolios shows that all criteria are
not best considered by lumping them all into one cost
function, butrather good judgment should be applied to
multiple stages of pre-processing and post-processing
when performing suchsampling, e.g., adding additional
metrics of performance.

FUTURE TRENDS

Given financial and political motivations to merge in-
formation discussed in the Introduction, it is inevitable
that many Al algorithms will be developed, and many
current Al algorithms will be enhanced, to address
these issues.

CONCLUSION

It seems appropriate to base an approach for propa-
gation of generic ideas on the only system so far
demonstrated to develop and nurture ideas, i.e., the
neocortical brain. A statistical mechanical model of
neocortical interactions, developed by the author and
tested successfully in describing short-term memory and
EEG indicators, Ideas by Statistical Mechanics (ISM)
(Ingber, 2006) is the proposed model. 1SM develops
subsets of macrocolumnar activity of multivariate
stochastic descriptions of defined populations, with
macrocolumns defined by their local parameters within
specific regions and with parameterized endogenous
inter-regional and exogenous external connectivities.
Tools of financial risk management, developed to
process correlated multivariate systems with differ-
ing non-Gaussian distributions using modern copula
analysis, importance-sampled using ASA, will enable
bona fide correlations and uncertainties of success and
failure to be calculated.
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KEY TERMS

Copula Analysis: This transforms non-Gaussian
probability distributions to a common appropriate
space (usually a Gaussian space) where it makes sense
to calculate correlations as second moments.

DIME: Represents diplomatic, information, mili-
tary, and economic aspects of information that must
be merged into coherent pattern.

Global Optimization: Refers to a collection of
algorithms used to statistically sample a space of
parameters or variables to optimize a system, but also
often used to sample a huge space for information.
There are many variants, including simulated an-
nealing, genetic algorithms, ant colony optimization,
hill-climbing, etc.

ISM: An anacronym for Ideas by Statistical Me-
chanics in the context of the noun defined as: A belief
(orsystem of beliefs) accepted asauthoritative by some
group or school. Adoctrine or theory; especially, awild
or visionary theory. A distinctive doctrine, theory,
system, or practice.
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Meme: Alludes to a technology originally defined
to explain social evolution, which has been refined
to mean a gene-like analytic tool to study cultural
evolution.

Memory: This may have many forms and mecha-
nisms. Here, two major processes of neocortical memory
are used for Al technologies, short-term memory (STM)
and long-term memory (LTM).

Simulated Annealing (SA): A class of algorithms
for sampling a huge space, which has a mathematical
proof of convergence to global optimal minima. Most
SAalgorithms applied to most systems do not fully take
advantage of this proof, but the proof often is useful
to give confidence that the system will avoid getting
stuck for a long time in local optimal regions.

Statistical Mechanics: A branch of mathematical
physics dealing with systems with a large number of
states. Applications of nonequilibriumnonlinear statisti-
cal mechanics are now common in many fields, ranging
from physical and biological sciences, to finance, to
computer science, etc.
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INTRODUCTION

Biological systems can be viewed as information man-
agement systems, with a basic instruction set stored
in each cell’s DNA as “genes.” For most genes, their
information is enabled when they are transcribed into
RNAwhichissubsequently translated into the proteins
that form much of a cell’s machinery. Although details
of the process for individual genes are known, more
complex interactions between elements are yet to be
discovered. Whatwe do know is that diseases can result
if there are changes in the genes themselves, in the
proteins they encode, or if RNAS or proteins are made
at the wrong time or in the wrong quantities.

Recent advances in biotechnology led to the de-
velopment of DNA microarrays, which quantitatively
measure the expression of thousands of genes simul-
taneously and provide a snapshot of a cell’s response
to a particular condition. Finding patterns of gene ex-
pression that provide insight into biological endpoints
offersgreatopportunities for revolutionizing diagnostic
and prognostic medicine and providing mechanistic
insight in data-driven research in the life sciences, an
area with a great need for advances, given the urgency
associated with diseases. However, microarray data
analysis presents a number of challenges, from noisy
data to the curse of dimensionality (large number of
features, small number of instances) to problems with
no clear solutions (e.g. real world mappings of genes
to traits or diseases that are not yet known).

Finding patterns of gene expression in microarray
data poses problems of class discovery, comparison,
prediction, and network analysis which are often ap-
proached with Al methods. Many of these methods have

been successfully applied to microarray data analysis
in a variety of applications ranging from clustering of
yeast gene expression patterns (Eisen et al., 1998) to
classification of different types of leukemia (Golubetal.,
1999). Unsupervised learning methods (e.g. hierarchical
clustering) explore clusters in data and have been used
for class discovery of distinct forms of diffuse large
B-cell lymphoma (Alizadeh et al., 2000). Supervised
learning methods (e.qg. artificial neural networks) utilize
a previously determined mapping between biological
samples and classes (i.e. labels) to generate models for
class prediction. Ak-nearest neighbor (k-NN) approach
was used to train a gene expression classifier of differ-
ent forms of brain tumors and its predictions were able
to distinguish biopsy samples with different prognosis
suggesting that microarray profiles can predict clini-
cal outcome and direct treatment (Nutt et al., 2003).
Bayesian networks constructed from microarray data
hold promise for elucidating the underlying biological
mechanisms of disease (Friedman et al., 2000).

BACKGROUND

Cells dynamically respond to their environment by
changing the set and concentrations of active genes by
altering the associated RNA expression. Thus “gene
expression” is one of the main determinants of a cell’s
state, or phenotype. For example, we can investigate the
differences between a normal cell and a cancer cell by
examining their relative gene expression profiles.
Microarrays quantify gene expression levelsinvari-
ous conditions (such as disease vs. normal) or across
time points. For n genes and m instances (biological

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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Table 1. Some public online repositories of microarray data

Name of the repository

URL

ArrayExpress at the European Bioinformatics Institute

http://www.ebi.ac.uk/arrayexpress/

Gene Expression Omnibus at the National Institutes of
Health

http://www.ncbi.nIm.nih.gov/geo/

Stanford microarray database

http://smd.stanford.edu/

Oncomine

http://www.oncomine.org/main/index.jsp

samples), microarray measurements are stored in an
n by m matrix where each row is a gene, each column
is a sample and each element in the matrix is the ex-
pression level of a gene in a biological sample, where
samplesare instances and genes are features describing
those instances. Microarray data is available through
many public online repositories (Table 1). In addition,
the Kent-Ridge repository (http://sdmc.i2r.a-star.edu.
sg/rp/) contains pre-formatted data ready to use with
the well-known machine learning tool Weka (Witten
& Frank, 2000).

Microarray data presents some unique challenges for
Al such as a severe case of the curse of dimensionality
due to the scarcity of biological samples (instances).
Microarray studies typically measure tens of thousands
of genes in only tens of samples. This low case to
variable ratio increases the risk of detecting spurious
relationships. This problem is exacerbated because
microarray data contains multiple sources of within-
classvariability, bothtechnical and biological. The high
levels of variance and low sample size make feature
selection difficult. Testing thousands of genes creates
a multiple testing problem, which can result in under-
estimating the number of false positives. Given data
with these limitations, constructing models becomes
under-determined and therefore prone to over-fitting.

From biology, it is also clear that genes do not act
independently. Genes interact in the form of pathways
or gene regulatory networks. For this reason, we need
models that can be interpreted in the context of path-
ways. Researchers have successfully applied Al meth-
odstomicroarray data preprocessing, clustering, feature
selection, classification, and network analysis.
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MINING MICROARRAY DATA:
CURRENT TECHNIQUES, CHALLENGES
AND OPPORTUNITIES FOR Al

Data Preprocessing

After obtaining microarray data, normalization is per-
formed to account for systematic measurement biases
and to facilitate between-sample comparisons (Quack-
enbush, 2002). Microarray data may contain missing
values that may be replaced by mean replacement or
k-NN imputation (Troyanskaya et al., 2001).

Feature Selection

The goal of feature selection is to find genes (features)
that best distinguish groups of instances (e.g. disease
vs. normal) to reduce the dimensionality of the dataset.
Several statistical methods including t-test, significance
analysis of microarrays (SAM) (Tusher et al., 2001),
and analysis of variance (ANOVA) have been applied
to select features from microarray data.

In classification experiments, feature selection
methods generally aim to identify relevant gene subsets
to construct a classifier with good performance (Inza
et al., 2004). Features are considered to be relevant
when they can affect the class; the strongly relevant
are indispensable to prediction and the weakly relevant
may only sometimes contribute to prediction.

Filter methods evaluate feature subsets regardless
of the specific learning algorithm used. The statistical
methods for feature selection discussed above as well
as rankers like information gain rankers are filters for
the features to be included. These methods ignore the
fact that there may be redundant features (features that
are highly correlated with each other and as such one
can be used to replace the other) and so do not seek
to find a set of features which could perform similarly
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with fewer variables while retaining the same predic-
tive power (Guyon & Elisseeff, 2003). For this reason
multivariate methods are more appropriate.

As an alternative, wrappers consider the learning
algorithm asablack-box and use predictionaccuracy to
evaluate feature subsets (Kohavi & John, 1997). Wrap-
pers are more direct than filter methods but depend on the
particular learning algorithm used. The computational
complexity associated with wrappers is prohibitive
due to curse of dimensionality, so typically filters are
used with forward selection (starting with an empty set
and adding features one by one) instead of backward
elimination (starting with all features and removing
them one by one). Dimension reduction approaches
are also used for multivariate feature selection.

Dimension Reduction Approaches

Principal componentanalysis (PCA) is widely used for
dimension reduction in machine learning (Wall et al.,
2003). Theideabehind PCAisquite intuitive: correlated
objects can be combined to reduce data “dimensional-
ity”. Relationships between gene expression profiles in
a data matrix can be expressed as a linear combination
such that colinear variables are regressed onto a new
set of coordinates. PCA, its underlying method Single
Value Decomposition (SVD), related approachessuchas
correspondence analysis (COA), and multidimensional
scaling (MDS) have been applied to microarray data
andare reviewed by Brazma & Culhane (2005). Studies
have reported that COA or other dual scaling dimension
reduction approaches such as spectral map analysis may
be more appropriate than PCA for decomposition of
microarray data (Wouters et al., 2003).

While PCA considers the variance of the whole
dataset, clustering approaches examine the pairwise
distance between instances or features. Therefore, these
methods are complementary and are often both used
in exploratory data analysis. However, difficulties in
interpreting the results in terms of discrete genes limit
the application of these methods.

Clustering

What we see as one disease is often a collection of
disease subtypes. Class discovery aims to discover
these subtypes by finding groups of instances with
similar expression patterns. Hierarchical clustering is
an agglomerative method which starts with a singleton

and groups similar data points using some distance
measure such that two data points that are most simi-
lar are grouped together in a cluster by making them
children of a parent node in the tree. This process is
repeated in a bottom-up fashion until all data points
belong to a single cluster (corresponding to the root
of the tree).

Hierarchical and other clustering approaches,
including K-means, have been applied to microarray
data (Causton et al., 2003). Hierarchical clustering
was applied to study gene expression in samples from
patients with diffuse large B-cell lymphoma (DLBCL)
resulting in the discovery of two subtypes of the dis-
ease. These groups were found by analyzing microar-
ray data from biopsy samples of patients who had not
been previously treated. These patients continued to
be studied after chemotherapy, and researchers found
that the two newly discovered disease subtypes had
different survival rates, confirming the hypothesis that
the subtypes had significantly different pathologies
(Alizadeh et al., 2000).

While clustering simply groups the given data based
on pair-wise distances, when information is known a
priori about some or all of the data i.e. labels, a super-
vised approach can be used to obtain a classifier that
can predict the label of new instances.

Classification (Supervised Learning)

The large dimensionality of microarray data means that
all classification methods are susceptible to over-fitting.
Several supervised approaches have been applied to
microarray data including Artificial Neural Networks
(ANNS), Support Vector Machines (SVMs), and k-NNs
among others (Hastie et al., 2001).

A very challenging and clinically relevant prob-
lem is the accurate diagnosis of the primary origin of
metastatic tumors. Bloom et al. (2004) applied ANNs
to the microarray data of 21 tumor types with 88%
accuracy to predict the primary site of origin of meta-
static cancers with unknown origin. A classification
of 84% was obtained on an independent test set with
important implications for diagnosing cancer origin
and directing therapy.

In a comparison of different SVM approaches,
multicategory SVMswere reported to outperform other
popular machine learning algorithms such as k-NNs
and ANNs (Statnikov et al., 2005) when applied to 11
publicly available microarray datasets related to cancer.
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Itis worth noting that feature selection can significantly
improve classification performance.

Cross-Validation

Cross-validation (CV) isappropriate inmicroarray stud-
ies which are often limited by the number of instances
(e.g. patient samples). In k-fold CV, the training set is
divided into k subsets of equal size. In each iteration
k-1 subsets are used for training and one subset is
used for testing. This process is repeated k times and
the mean accuracy is reported. Unfortunately, some
published studies have applied CV only partially, by
applying CV on the creation of the prediction rule
while excluding feature selection. This introduces a
bias in the estimated error rates and over-estimates
the classification accuracy (Simon et al., 2003). As a
consequence, results from many studies are contro-
versial due to methodological flaws (Dupuy & Simon,
2007). Therefore, models must be evaluated carefully
to prevent selection bias (Ambroise & McLachlan,
2002). Nested CV is recommended, with an inner CV
loop to perform the tuning of the parameters and an
outer CV to compute an estimate of the error (Varma
& Simon, 2006).

Several studies which have examined similar bio-
logical problems have reported poor overlap in gene
expression signatures. Brenton et al. (2005) compared
two gene lists predictive of breast cancer prognosis
and found only 3 genes in common. Even though the
intersection of specific gene lists is poor, the highly
correlated nature of microarray data means that many
gene lists may have similar prediction accuracy (Ein-
Dor et al., 2004). Gene signatures identified from dif-
ferent breast cancer studies with few genes in common
were shown to have comparable success in predicting
patient survival (Buyse et al., 2006).

Commonly used supervised learning algorithms
yield black box models prompting the need for interpre-
table models that provide insights about the underlying
biological mechanism that produced the data.

Network Analysis
Bayesian networks (BNs), derived from an alliance
between graph theory and probability theory, can

capture dependencies among many variables (Pearl,
1988, Heckerman, 1996).
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Friedman et al. (2000) introduced a multinomial
model framework for BNsto reverse-engineer networks
and showed that this method differs from clustering in
that it can discover gene interactions other than cor-
relation when applied to yeast gene expression data.
Spirtesetal. (2002) highlight some of the difficulties of
applyingthisapproachtomicroarray data. Nevertheless,
many extensions of this research direction have been
explored. Correlation is not necessarily agood predictor
of interactions, and weak interactions are essential to
understand disease progression. Identifying the biologi-
cally meaningful interactions from the spurious ones is
challenging, and BNs are particularly well-suited for
modeling stochastic biological processes.

The exponential growth of data produced by mi-
croarray technology as well as other high-throughput
data (e.g. protein-protein interactions) call for novel Al
approaches as the paradigm shifts from a reductionist
to a mechanistic systems view in the life sciences.

FUTURE TRENDS

Uncovering the underlying biological mechanisms
that generate these data is harder than prediction and
has the potential to have far reaching implications for
understanding disease etiologies. Time series analysis
(Bar-Joseph, 2004) is a first step to understanding the
dynamicsof generegulation, but, eventually, we need to
use the technology not only to observe gene expression
data but also to direct intervention experiments (Pe’er
etal., 2001, Yoo et al., 2002) and develop methods to
investigate the fundamental problem of distinguishing
correlation from causation.

CONCLUSION

We have reviewed Al methods for pre-processing,
clustering, feature selection, classification and mecha-
nistic analysis of microarray data. The clusters, gene
lists, molecular fingerprints and network hypotheses
produced by these approaches have already shown
impact; from discovering new disease subtypes and
biological markers, predicting clinical outcome for
directing treatmentas well as unraveling gene networks.
From the Al perspective, this field offers challenging
problems and may have a tremendous impact on biol-
ogy and medicine.
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KEY TERMS

Curse of Dimensionality: A situation where the
number of features (genes) is much larger than the
number of instances (biological samples) which is
known in statistics as p >> n problem.

Feature Selection: Aproblem offinding a subset (or
subsets) of features so as to improve the performance
of learning algorithms.

Microarray: Amicroarray isan experimental assay
which measures the abundances of mMRNA (intermedi-
ary between DNA and proteins) corresponding to gene
expression levels in biological samples.

Multiple testing problem: A problem that occurs
when a large number of hypotheses are tested simul-
taneously using a user-defined o cut off p-value which
may lead to rejecting a non-negligible number of null
hypotheses by chance.

Over-Fitting: A situation where a model learns
spurious relationshipsandasaresultcan predicttraining
data labels but not generalize to predict future data.

Supervised Learning: A learning algorithm that
is given a training set consisting of feature vectors as-
sociated with class labels and whose goal is to learn
a classifier that can predict the class labels of future
instances.

Unsupervised Learning: Alearningalgorithm that
tries to identify clusters based on similarity between
features or between instances or both but without tak-
ing into account any prior knowledge.
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INTRODUCTION

This work is intended for providing a review of real-
life practical applications of Artificial Intelligence (AI)
methods. We focus on the use of Machine Learning (ML)
methods applied to rather real problems than synthetic
problems with standard and controlled environment.
In particular, we will describe the following problems
in next sections:

*  Optimization of Erythropoietin (EPO) dosages
in anaemic patients undergoing Chronic Renal
Failure (CRF).

*  Optimization of arecommender system for citizen
web portal users.

*  Optimization of a marketing campaign.

The choice of these problems is due to their
relevance and their heterogeneity. This heterogeneity
shows the capabilities and versatility of ML methods
to solve real-life problems in very different fields of
knowledge. The following methods will be mentioned
during this work:

. Artificial Neural Networks (ANNs): Multilayer
Perceptron (MLP), Finite Impulse Response (FIR)
Neural Network, EIman Network, Self-Oganizing
Maps (SOMs) and Adaptive Resonance Theory
(ART).

e Other clustering algorithms: K-Means, Expec-
tation-Maximization (EM) algorithm, Fuzzy
C-Means (FCM), Hierarchical Clustering Algo-
rithms (HCA).
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. Generalized Auto-Regressive Conditional Het-
eroskedasticity (GARCH).

e Support Vector Regression (SVR).

. Collaborative filtering techniques.

. Reinforcement Learning (RL) methods.

BACKGROUND

The aim of this communication is to emphasize the
capabilities of ML methods to deliver practical and
effective solutions in difficult real-world applications. In
order to make the work easy to read we focus on each of
the three separate domains, namely, Pharmacokinetics
(PK), Web Recommender Systems and Marketing.

Pharmacokinetics

Clinical decision-making support systems have used
Artificial Intelligence (AI) methods since the end of
the fifties. Nevertheless, it was only during the nineties
that decision support systems were routinely used in
clinical practice on a significant scale. In particular,
ANNs have been widely used in medical applications
the last two decades (Lisboa, 2002). One of the first
relevantstudies involving ANNs and Therapeutic Drug
Monitoring was (Gray, Ash, Jacobi, & Michel, 1991).
In this work, an ANN-based drug interaction warning
system was developed with a computerized real-time
entry medical records system. Areference work in this
field is found in (Brier, Zurada, & Aronoff, 1995), in
which the capabilities of ANNs and NONMEN are
benchmarked.
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Focusing on problems that are closer to the real-
life application that will be described in next section,
there are also a number of recent works involving the
use of ML for drug delivery in kidney disease. For
instance, a comparison of renal-related adverse drug
reactions between rofecoxib and celecoxib, based on
the WHO/Uppsala Monitoring Centre safety database,
was carried out by (Zhao, Reynolds, Lejkowith,
Whelton, & Arellano, 2001). Disproportionality in the
association between a particular drug and renal-related
adverse drug reactions was evaluated using a Bayesian
confidence propagation neural network method. A
study of prediction of cyclosporine dosage in patients
after kidney transplantation using neural networks and
kernel-based methods was carried out in (Camps etal.,
2003). In (Gaweda, Jacobs, Brier, & Zurada, 2003), a
pharmacodynamic population analysisin CRF patients
using ANNs was performed. Such models allow for
adjusting the dosing regime. Finally, in (Martin et al.,
2003) , the use of neural networks was proposed for
the optimization of EPO dosage in patients undergoing
anaemia connected with CRF.

Web Recommender Systems

Recommender systems are widely used in web sites
including Google. The main goal of these systems is to
recommend objects which auser might be interested in.
Two main approaches have been used: content-based
and collaborative filtering (Zukerman & Albrecht,
2001), although other kinds of techniques have also
been proposed (Burke, 2002).

Collaborative recommenders aggregate ratings
of recommendations of objects, find user similarities
based on their ratings, and finally provide new
recommendations based on inter-user comparisons.
Some of the most relevant systems using this technique
are GroupLens/NetPerceptions and Recommender.
The main advantage of collaborative techniques is
that they are independent from any machine-readable
representation of the objects, and that they work well
for complex objects where subjective judgements are
responsible for much of the variation in preferences.

Content-based learning is used when a user’s past
behaviour is a reliable indicator of his/her future
behaviour. It is particularly suitable for situations in
which users tend to exhibit idiosyncratic behaviour.
However, this approach requires a system to collect
relatively large amounts of data from each user in order
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toenablethe formulation ofastatistical model. Examples
of systems of thiskind are text recommendation systems
like the newsgroup filtering system, NewsWeeder,
which uses words from its texts as features.

Marketing

The latest marketing trends are more concerned about
maintaining current customers and optimizing their
behaviour than getting new ones. For this reason,
relational marketing focuses on what a company must
dotoachievethisobjective. Therelationships betweena
company and its costumers follow a sequence of action-
response system, where the customers can modify their
behaviour in accordance with the marketing actions
developed by the company.

The development of a good and individualized
policy is not easy because there are many variables
to take into account. Applications of this kind can
be viewed as a Markov chain problem, in which a
company decides what action to take once the customer
properties in the current state (time t), are known.
Reinforcement Learning (RL) can be used to solve this
task since previous applications have demonstrated its
suitability in this area. In (Sun, 2003), RL was applied
to analyse mailing by studying how an action in time
t influences actions in following times. In (Abe et al.,
2002) and (Pednault, Abe & Zadrozny., 2002), several
RL algorithmswere benchmarked in mailing problems.
In (Abe, 2004), RL was used to optimize cross channel
marketing.

Al CONTRIBUTIONS IN REAL-LIFE
APPLICATIONS

Previous section showed a review of related work.
In this section, we will focus on showing authors’
experience in using Al to solve real-life problems. In
order to show up the versatility of Al methods, we will
focus on particular applications from three different
fields of knowledge, the same that were reviewed in
previous section.

Pharmacokinetics
Although we have also worked with other

pharmacokinetic problems, in this work, we focus
on maybe the most relevant problem, which is the
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optimization of EPO dosages in patients within a
haemodialysis program. Patients who suffer from
CRF tend to suffer from an associated anaemia, as
well. EPO is the treatment of choice for this kind of
anaemia. The use of this drug has greatly reduced
cardiovascular problems and the necessity of multiple
transfusions. However, EPO is expensive, making the
already costly CRF program even more so. Moreover,
there are significant risks associated with EPO such
as thrombo-embolisms and vascular problems, if
Haemoglobin (Hb) levels are too high or they increase
too fast. Consequently, optimizing dosage is critical
to ensure adequate pharmacotherapy as well as a
reasonable treatment cost.

Population models, widely used by Pharmacoki-
netics’ researchers, are not suitable for this problem
since the response to the treatment with EPO is highly
dependent on the patient. The same dosages may have
very different responses in different patients, most
notably the so-called EPO-resistant patients, who do
not respond to EPO treatment, even after receiving
high dosages. Therefore, it is preferable to focus on
an individualized treatment.

Our first approach to this problem was based on
predicting the Hb level given a certain administered
dose of EPO. Although the final goal is to individualize
EPO doses, we did not predict EPO dose but Hb
level. The reason is that EPO predictors would model
physician’s protocol whereas Hb predictors model
body’s response to the treatment, hence being a more
“objective” approach. In particular, the following
models were used: GARCH (Hamilton, 1994), MLP,
FIR neural network, EIman’s recurrent neural network
and SVR (Haykin, 1999). Accurate prediction models
were obtained, especially when using ANNs and SVR.
Dynamic neural networks (i.e., FIR and recurrent) did
not outperform notably the static MLP probably due to
the short length of the time series (Martin et al., 2003).
An easy-to-use software application was developed to
be used by clinicians, in which after filling in patients’
data and a certain EPO dose, the predicted Hb level for
next month was shown.

Although prediction models were accurate, we
realized that this prediction approach had a major
flaw. Despite obtaining accurate models, we had not
yet achieved a straightforward way to transfer the
extracted knowledge to daily clinical practice, because
clinicians had to “play” with different doses to analyse
the best solution to attain a certain Hb level. It would

be better to have an automatic model that suggests
the actions to be made in order to attain the targeted
range of Hb, rather than this “indirect” approach. This
reflection made us research on new models, and we
came up with the use of RL (Sutton & Barto, 1998).
We are currently working on this topic but we have
already achieved promising results, finding policies
(sequence of actions) that appear to be better than those
followed in the hospital, i.e., there are a higher number
of patients within the desired target of Hb at the end
of the treatment (Martin et al., 2006a).

Web Recommender Systems

A completely different application is described in
this subsection, namely, the development of web
recommender systems. The authors proposed a new
approach to develop recommender systems based on
collaborative filtering, but also including an analysis of
the feasibility of the recommender by using a prediction
stage (Martin et al., 2006b).

The very basic ideawas to use clustering algorithms
in order to find groups of similar users. The following
clustering algorithms were taken into account: K-
Means, FCM, HCA, EM algorithm, SOMs and ART.
New users were assigned to one of the groups found
by these clustering algorithms, and then they were
recommended with web services that were usually
accessed by other users of his/her same group, but
had not yet been accessed by these new users (in order
to maximize the usefulness of the approach). Using
controlled data sets, the study concluded that ART and
SOMs showed a very good behaviour with data sets
of very different characteristics, whereas HCA and
EM showed an acceptable behaviour provided that
the dimensionality of the data set was not too high and
the overlap was slight. Algorithms based on K-Means
achieved the most limited success in the acceptance of
offered recommendations.

Even though the use of RL was only slightly
studied, it seems to be a suitable choice for this
problem, since the internal dynamics of the problem
is easily tackled by RL, and moreover the interference
between the recommendation interface and the user can
be minimized with an adequate definition ofthe rewards
(Hernandez, Gaudioso, & Boticario, 2004).
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Marketing

The last application that will be mentioned in this
communication is related to marketing. One way to
increase the loyalty of customers is by offering them
the opportunity to obtain some gifts as the result of
their purchases from a certain company. The company
can give virtual credits to anyone who buys certain
articles, typically those that the company is interested
in promoting. After a certain number of purchases, the
customers can exchange their virtual credits for the gifts
offered by the company. The problem is to establish the
appropriate number of virtual credits for each promoted
item. In accordance with the company policy, it is
expected that the higher the creditassignment, the higher
the amount of purchases. However, the company’s
profits are lower since the marketing campaign adds
an extra cost to the company. The goal is to achieve a
trade-off by establishing an optimal policy.

We proposed a RL approach to optimize this
marketing campaign. This particular application, whose
characteristics are described below, is much more
difficult than the other RL approaches to marketing
mentioned inthe Background Section. Thisisbasically
because there are many more different actions that can
be taken. The information used for the study corresponds
to five months of the campaign, involving 1,264,862
transactions, 1,004 articles and 3,573 customers.

RL can deal with intrinsic dynamics, and besides, it
has the attractive advantage that is able to maximize the
so-called long-term reward. This is especially relevant
in this application since the company is interested in
maximizing the profits at the end of the campaign,
and a customer who do not produce much profits in
the first months of the campaign, may however make
many profitable transactions in the future.

Our first results showed that profits using a policy
based on RL instead of the policy followed by the
company so far, could even double long-term profits
at the end of the campaign (Gomez et al., 2005).

CONCLUSION AND FUTURE TRENDS

This paper has shown the capabilities and versatility
of different Al methods to be applied to real-life
problems, illustrated with three specific applications
in different domains. Clearly, the methodology is
generic and applies equally well to many other fields,
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provided that the information contained in the data is
sufficiently rich to require non-linear modelling and is
capable of supporting a predictive performance that is
of practical value.

As a next future trend, it should be emphasized
that Al methods are increasingly popular for business
applications in recent years, challenging classical
business models.

Inthe particular case of RL, the commercial potential
of this powerful methodology has been significantly
underestimated, as it is applied almost exclusively to
Robotics. We feel that it is a methodology still to be
exploited in many real applications, as we have shown
in this paper.
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KEY TERMS

Agent: In RL terms, it is the responsible of
making decisions according to observations of its
environment.

Environment: In RL terms, it is every external
condition to the agent.

Exploration-Explotation Dilemma: Itisaclassical
RL dilemma, in which a trade-off solution must be
achieved. Exploration means random search of new
actions in order to achieve a likely (but yet unknown)
better reward than all the known ones, while explotation
is focused on exploiting the current knowledge for the
maximization of the reward (greedy approach).

Life-Time Value: It is a measure widely used in
marketing applications that offers the long-term result
that has to be maximized.

Reward: In RL terms, the immediate reward is
the value returned by the environment to the agent
depending on the taken action. The long-term reward
is the sum of all the immediate rewards throughout a
complete decision process.

Sensitivity: Similar measure that offers the ratio
of positives that are correctly classified by the model.
(Refer to Specificity.)

Specificity: Success rate measure in a classification
problem. If there are two classes (hamely, positive and
negative), specificity measures the ratio of negatives
that are correctly classified by the model.
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INTRODUCTION

Association Rule Mining (ARM) isone of the important
data mining tasks that has been extensively researched
by data-mining community and has found wide applica-
tions in industry. An Association Rule is a pattern that
implies co-occurrence of events or items in a database.
Knowledge of such relationships in a database can be
employed in strategic decision making in both com-
mercial and scientific domains.

A typical application of ARM is market basket
analysiswhere associations between the differentitems
arediscovered toanalyze the customer’s buying habits.
The discovery of such associations can help to develop
better marketing strategies. ARM has been extensively
used in other applications like spatial-temporal, health
care, bioinformatics, web dataetc (Hipp J., Guntzer U.,
Nakhaeizadeh G. 2000).

An association rule is an implication of the form
X — Y where X and Y are independent sets of attri-
butes/items. An association rule indicates that if a set
of items X occurs in a transaction record then the set of
items Y also occurs in the same record. X is called the
antecedent of the rule and Y is called the consequent of
the rule. Processing massive datasets for discovering
co-occurring items and generating interesting rules in
reasonable time is the objective of all ARM algorithms.
The task of discovering co-occurring sets of items
cannot be easily accomplished using SQL, as a little
reflection will reveal. Use of ‘Count’ aggregate query
requires the condition to be specified in the where
clause, which finds the frequency of only one set of
items at a time. In order to find out all sets of co-oc-
curring items in a database with n items, the number
of queries that need to be written is exponential in n.
This is the prime motivation for designing algorithms

for efficient discovery of co-occurring sets of items,
which are required to find the association rules.

In this article we focus on the algorithms for asso-
ciation rule mining (ARM) and the scalability issues
in ARM. We assume familiarity of the reader with
the motivation and applications of association rule
mining

BACKGROUND

LetI={i,1i,...,1 }denote aset of items and D denote
a database of N transactions. Atypical transaction Te D
may contain a subset X of the entire set of items I and
is associated with a unique identifier TID. An item-set
is a set of one or more items i.e. X is an item-set if
X c I. A k-item-set is an item-set of cardinality k. A
transaction is said to contain an item-set X if X < T.
Support of an item set X, also called Coverage is the
fraction of transactions that contain X. It denotes the
probability that a transaction contains X.

No. of transactions containing X

Support(X) = P(X) = N

An item-set having support greater than the user
specified support threshold (ms) is known as frequent
item-set.

An association rule is an implication of the form X
—Y[Support, Confidence] where X I, Yc I and XY
=, where Supportand Confidence are rule evaluation
metrics. Support of arule X — Yin D is ‘S"” if S% of
transactions in D contain X U Y. It is computed as:

No.of transaction containing X UY
N

Support(X ->Y)=P(X UY)=

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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Support indicates the prevalence of a rule. In a
typical market basket analysis application, rules with
very low support values represent rare events and are
likely to be uninteresting or unprofitable. Confidence
of a rule measures its strength and provides an indica-
tion of the reliability of prediction made by the rule.
A rule X — Y has a confidence ‘C" in D if C % of
transactions in D that contain X, also contain Y. Con-
fidence is computed, as the conditional probability of
Y occuring in a transaction, given X is present in the
same transaction, i.e.

_ P(X UY) _ Support(X UY)
Confidence(X —Y) =P(Y/) = =
onfidence(X —Y) (A() P(X) Support(X)

Arule generated from frequent item-sets is strong
if its confidence is greater than the user specified
confidence threshold (mc). Fig. 1 shows an example
database of five transactions and shows the computa-
tion of support and confidence of a rule.

The objective of Association Rule Mining algo-
rithms is to discover the set of strong rules froma given
database as per the user specified ms and mc thresholds.
Algorithms for ARM essentially perform two distinct
tasks: (1) Discover frequent item-sets. (2) Generate
strong rules from frequent item-sets.

The first task requires counting of item-sets in
the database and filtering against the user specified
threshold (ms). The second task of generating rules
from frequent item-sets is a straightforward process
of generating subsets and checking for the strength.
We describe below the general approaches for finding
frequentitem-setsinassociation rule miningalgorithms.
The second task is trivial as explained in the last sec-
tion of the article.

APPROACHES FOR GENERATING
FREQUENT ITEM-SETS

If we apply a brute force approach to discover frequent
item-sets, the algorithm needs to maintain counters for
all 2"- 1item-sets. For large values of n thatare common
in the datasets being targeted for mining, maintaining
such large number of counters isadaunting task. Even if
we assume availability of such large memory, indexing
ofthese countersalso presents achallenge. Data mining
researchers have developed numerous algorithms for
efficient discovery of frequent item-sets.

The earlier algorithms for ARM discovered all
frequent item-sets. Later it was shown by three inde-
pendent groups of researchers (Pasquier N., Bastide
Y., Taouil R. & Lakhal L. 1999), (Zaki M.J. 2000),
(Stumme G., 1999), that it is sufficient to discover
frequent closed item-sets (FCI) instead of all frequent
item-sets (FI). FCI are the item-sets whose support is
not equal to the support of any of its proper superset.
FCI is a reduced, complete and loss less representa-
tion of frequent item-sets. Since FCI are much less in
number than Fl, computational expense for ARM is
drastically reduced.

Figure 2 summarizes different approaches used for
ARM. We briefly describe these approaches.

Discovery of Frequent Item-Sets
Level-Wise Approach

Level wise algorithms start with finding the item-sets of
cardinality one and gradually work up to the frequent

item-sets of higher cardinality. These algorithms use
anti-monotonic property of frequent item-sets accord-

Figure 1. Computation of support and confidence of a rule in an example database

TID Items Let ms=40%, mc=70%

1 BCD Consider the association rule B—D,

2 BCDE support (B—D) = 3/5 = 60%

3 AC confidence(B—D) = support(B? D)/support(B)
4 BDE = 3/4=75% ]

5 AB The rule B—D is a strong rule.

7



Figure 2. Approaches for ARM algorithms

ARM Algorithms

Frequent [tem-sets

Level-wise Tree Based

ing to which, no superset of an infrequent item-set can
be frequent.

Agarwaletal. (Agarwal, R., Imielinski T., & Swami
A. 1993), (Agarwal, R., & Swami A., 1994) proposed
Apriori algorithm, which is the most popular iterative
algorithm in this category. It starts, with finding the
frequent item-sets of size one and goes up level by
level, finding candidate item-sets of size k by joining
item-sets of size k-1. Two item-sets, each of size k-1
jointo forman item-set of size k ifand only if they have
first k-2 items common. At each level the algorithm
prunes the candidate item-sets using anti-monotonic
property and subsequently scans the database to find
the support of pruned candidate item-sets. The process
continues till the set of frequent item-sets is non-
empty. Since each iteration requires a database scan,
maximum number of database scans required is same
as the size of maximal item-set. Fig. 3 and Fig 4 gives
the pseudo code of Apriori algorithm and a running
example respectively.

Two of the major bottlenecks in Apriori algorithm
are i) number of passes and ii) number of candidates
generated. The first is likely to cause I/O bottleneck
and the second causes heavy load on memory and CPU
usage. Researchers have proposed solutions to these
problemswith considerable success. Although detailed
discussion of these solutions is beyond the scope of
this article, a brief mention is necessary.

Hash techniques reduce the number of candidates
by making a hash table and discarding a bucket if it has
support less than the ms. Thus at each level memory
requirement is reduced because of smaller candidate
set. The reduction is most significant at lower levels.
Maintaining a list of transaction ids for each candidate
set reduces the database access. Dynamic Item-set
Counting algorithm reduces the number of scans by

78

Level-wise

Algorithms for Association Rule Mining

Frequent Closed Item-sets

Tree Based Lattice Based

counting candidate sets of different cardinality in a
single scan (Brin S., Motwani R., Ullman J.D., & Tsur
S.1997). Pincer Search algorithm uses a bi-directional
strategy to prune the candidate set from top (maximal)
and bottom (1-itemset) (Lin D. & Kedem Z.M. 1998).
Partitioning and Sampling strategies have also been
proposed to speed up the counting task. An excellent
comparison of Apriori algorithm and its variants has
been given in (Hipp J., Glintzer U., Nakhaeizadeh G.
2000).

Tree Based Algorithms

Tree based algorithms have been proposed to overcome
the problem of multiple database scans. These algo-
rithms compress (sometimes lossy) the database into a
tree data structure and reduce the number of database
scansappreciably. Subsequently the tree isused to mine
for support of all frequent item-sets.
Set-Enumeration tree used in Max Miner algorithm
(Bayardo R.J. 1998) orders the candidate sets while
searching for maximal frequent item-sets. The data
structure facilitates quick identification of long frequent
item-sets based on the information gathered during each
pass. The algorithm is particularly suitable for dense
databases with maximal item-sets of high cardinality.
Han et. al. (Han, J., Pei, J., & Yin, Y. 2000) pro-
posed Frequent Pattern (FP)-growth algorithm which
performs a database scan and finds frequent item-sets
of cardinality one. It arranges all frequent item-sets in
a table (header) in the descending order of their sup-
ports. During the second database scan, the algorithm
constructs in-memory data structure called FP-Tree
by inserting each transaction after rearranging it in
descending order of the support. A node in FP-Tree
stores a single attribute so that each path in the tree
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Figure 3. Apriori algorithm
Input: Database D of N transactions
s, mec

Cutput: Set L of fequent item-zets

Procedure

. scan the databaze and find Ly = {frequent 1-itetn sete}

1
2 k=12

3 whilely = ¢

4. = gen_candidate Ty 1)
5 Ly = prune Gy Ly, 1)

f e+

7

: retum L =y L
gen_candidate(Ly. 1)

1. foreachl; € Ly
2 foreachl; € Ly

3L =120 A W3] =La[203 o ([l 2] =1afke-2]0

(la[k-1] <Lak-1T) then

Co =0l L[2] ... L2 Lafk-1] Lok 1]

Prune(Cy, L1}

# remove candidate iternsebs hawving infrequent subsets

1. force Cy
for each (k-1 suhset = of ©
ifs ¢ Ly.1 then

remove ¢ fom Cy
foreachce Cy

retum Ly

represents and counts the corresponding record in the
database. A link from the header connects all the nodes
of an item. This structural information is used while
mining the FP-Tree. FP-Growth algorithm recursively
generates sub-trees from FP-Trees corresponding to
each frequent item-set.

Coenen et. al. (Coenen F., Leng P., & Ahmed
S. 2004) proposed Total Support Tree (T-Tree) and
Partial Support Tree (P-Tree) data structures which
offer significant advantage in terms of storage and
execution. These data structures are compressed set
enumeration trees and are constructed after one scan
of the database and stores all the item-sets as distinct
records in database.

Discovery of Frequent Closed Item-Sets
Level Wise Approach

Pasquier et. al. (Pasquier N., Bastide Y., Taouil R.
& Lakhal L. 1999) proposed Close method to find

scan the database to find support of ©
add c to Ly if support(c) # ms

Frequent Closed Item-sets (FCI). This method finds
closures based on Galois closure operators and com-
putes the generators. Galois closure operator h(X) for
some X c | is defined as the intersection of transactions
in D containing item-set X. An item-set X is a closed
item-set if and only if h(X) = X. One of the smallest
arbitrarily chosen item-set p, such that h(p) = X is
known as generator of X.

Close method is based on Apriori algorithm. It
starts from 1- item-sets, finds the closure based on
Galois closure operator, goes up level by level com-
puting generators and their closures (i.e. FCI) at each
level. At each level, candidate generator item-sets of
size k are found by joining generator item-sets of size
k-1 using the combinatorial procedure used in Apriori
algorithm. The candidate generators are pruned using
two strategies i) remove candidate generators whose
all subsets are not frequent ii) remove the candidate
generators if closure of one of its subsets is superset of
the generator. Subsequently algorithm finds the support
of pruned candidate generator. Each iteration requires
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Figure 4. Running example of apriori algorithm for finding frequent itemsets (ms = 40%,)

Tteration 1
Itemset Sup(%) Itemset [Sup(%)
{A} 40 {A} 40
{B} 80 {B} 80
Find 1-itemset {C} 60 Pruned Ttem-sets {C} 60
{D} 40 {D} 40
{E} 40 {E} 40
Tteration 2
Itemset | Sup(%)
{AB} 20
{ AC} 20 Itemset Sllp(%)
{AD} 0 {BC} 40
Find 2-itemsets | {BC} 40 Pruned temsets | {BE} 40
{CD} 40
{CE} 20
{DE} 40
Iteration 3
Itemset Sup(%) Itemset | Sup(%)
Find 3-itemsets {BCD} 40 Pruned itemsets {BCD} 40
{BCE} 20 {BDE} 40
{BDE} 40

Iteration 4: No candidate item-sets

one pass over the database to construct the set of FCI
and count their support.

Tree Based Approach

Wang et. al. (Wang J., Han J. & Pei J. 2003) proposed
Closet+ algorithm to compute FCI and their supports
using FP-tree structure. Thealgorithmisbased ondivide
and conquers strategy and computes the local frequent
items of a certain prefix by building and scanning its
projected database.
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Concept Lattice Based Approach

Concept lattice is a core structure of Formal Concept
Analysis (FCA). FCA is a branch of mathematics based
on Concept and Concept hierarchies. Concept (A,B) is
defined as a pair of set of objects A (known as extent)
and set of attributes B (known as intent) such that set
of all attributes belonging to extent A is same as B
and set of all objects containing attributes of intent
B is same as A. In other words, no object other than
objects of set A contains all attributes of B and no at-
tribute other than attributes in set B is contained in all
objects of set A. Concept lattice is a complete lattice of
all Concepts. Stumme G., (1999) discovered that intent
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Exhibit A.

add extent {all transactions} in the list of extents

For each itemi e |

for each set X in the list of extents
find X m {set of transactions containing i}
include in the list of extents if not included earlier

EndFor
EndFor

B of the Concept (A,B) represents the closed item-set,
which implies that all algorithms for finding Concepts
can be used to find closed item-sets. Kuznetsov S.O.,
& Obiedkov S.A. (2002) provides a comparison of
performance of various algorithms for concepts. The
naive method to compute Concepts, proposed by Ganter
is given in Exhibit A.

This method generatesall the Conceptsi.e. all closed
item-sets. Closed item-sets generated using this method
in example 1 are {A},{B} {C}.{AB}.{A,C},{B,D}.{B,
C,D}, {B,D,E}, {B,C,D,E}. Frequent Closed item-sets
are {A} {B},{C}{B,D},{B,C,D},{B,D,E}.

Concept lattice for frequent closed item-sets is
given in Figure 5.

Generating Association Rules

Onceall frequentitem-sets are known, association rules
can be generated in a straightforward manner by find-
ing all subsets of an item-sets and testing the strength
(Han J., & Kamber M., 2006). The pseudo code for
this algorithm is given in Exhibit B.

Based ontheabove algorithm, strong rules generated
from frequent item-set BCD in Example 1 are:

BC — D, conf=100%
CD — B, conf=100%
where mc = 70%

There are two ways to find association rules from
frequent closed item-sets:

i)  compute frequent item-sets from FCI and then
find the association rules
ii)  generate rules directly using FCI.

Close method uses the first approach, which gen-
erates lot of redundant rules while method proposed
by Zaki (Zaki M.J., 2000), (Zaki, M.J., & Hsiao C.,
J., 2005) uses the second approach and derives rules

Figure 5. Concept lattice

({1.23454(0

({1,2,451{B1 ({3.55{A0

[{1234CH

({1,244{BD

({1.24LB.C0D
({244{BDEN

{r{ABCDED

directly from the Concept lattice. The association rules
thus derived are non-redundant rules. For example, set
of strong rules generated using Close method in Ex-
ample 1 is {BC — D,CD —B,D —-B,E — B,E —»D,E
— BD, BE —D,DE —B}. For the same example, set
of non-redundant strong rules generated using Concept
Lattice approach is {D —B,E —BD,BC —D,CD —
B}. We can observe here that all rules can be derived
from the reduced non-redundant set of rules.

Scalability issues in Association Rule Mining

Scalability issues in ARM have motivated de-
velopment of incremental and parallel algorithms.
Incremental algorithms for ARM preserve the counts
of selective item-sets and reuse this knowledge later to
discover frequent item-sets from augmented database.
Fast update algorithm (FUP) is the earliest algorithm
based on this idea. Later different algorithms are
presented based on sampling (Hipp J., Guntzer U., &
Nakhaeizadeh G., 2000).

Parallel algorithms partition either the dataset for
counting or the set of counters, across different ma-
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For each frequent item-set I,

Algorithms for Association Rule Mining

generate all non-empty subsets of |
For every non-empty subset s of I,
Output the rule s — (I-s) if support(l) / support (s) >= mc

EndFor
EndFor

chines to achieve scalability (Hipp J., Guntzer U., &
Nakhaeizadeh G., 2000). Algorithms, which partition
the dataset exchange counters while the algorithms,
which partition the counters, exchange datasets incur-
ring high communication cost.

FUTURE TRENDS

Discovery of Frequent Closed Item-sets (FCI) is a
big lead in ARM algorithms. With the current growth
rate of databases and increasing applications of ARM
in various scientific and commercial applications we
envisage tremendous scope for research in parallel,
incremental and distributed algorithms for FCI. Use of
lattice structure for FCI offers promise of scalability. On
line mining on streaming datasets using FCI approach
is an interesting direction to work on.

CONCLUSION

The article presents the basic approach for Association
Rule Mining, focusing on some common algorithms
for finding frequent item-sets and frequent closed
item-sets. Various approaches have been discussed to
find such item-sets. Formal Concept Analysis approach
for finding frequent closed item-sets is also discussed.
Generation of rules from frequent items-sets and fre-
quent closed item-sets is briefly discussed. The article
addresses the scalability issues involved in various
algorithms.
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KEY TERMS

Association Rule: AnAssociation rule isan impli-
cation of the form X—Y where X — I, Yc | and XY
=, | denotes the set of items.

Data Mining: Extraction of interesting, non-trivial,
implicit, previously unknown and potentially useful
information or patterns from data in large databases.

Formal Concept: A formal context K = (G,M,1)
consists of two sets G (objects) and M (attributes)
and a relation | between G and M. For a set AcG of
objects

A’={meM | glm for all geA} (the set of all attributes
common to the objects in A). Correspondingly, for a
set B of attributes we define

Exhibit C.

f(0): 2° » 2'
f(0)=(ie | | Yo e O, (0,i) € R}

B’ = {geG | glm for all meB} (the set of objects com-
mon to the attributes in B).

A formal concept of the context (G,M,l) is a pair (A,B)
with AcG,BcM,

A’=B and B’=A

Ais called the extent and B is the intent of the concept
(A,B).

Frequent Closed Item-Set: Anitem-set X isaclosed
item-set if there exists no item-set X’ such that:

i. X’ isaproper superset of X,
ii. Every transaction containing X also contains
X,

Aclosed item-set X is frequent if its support exceeds
the given support threshold.

Galois Connection: Let D = (O,l,R) be a data
mining context where O and | are finite sets of objects
(transactions) and items respectively. R c O x | is a
binary relation between objects and items. For O c O,
and | < |, we define as shown in Exhibit C.

f(O) associates with O the items common to all
objects 0 € O and g(I) associates with | the objects
related to all items i e I. The couple of applications
(f,g) is a Galois connection between the power set of
O (i.e. 2°) and the power set of | (i.e. 2').

The operatorsh=fogin2'andh’=gofin2°are
Galois closure operators. An item-set C < | from D is
a closed item-set iff h(C) = C.

Generator Item-Set: A generator p of a closed
item-set ¢ is one of the smallest item-sets such that

h(p) =c.

Non-Redundant Association Rules: Let R denote
therule X,'>X,, where X, X,cI.RuleR ismore general
than rule R, provided R, can be generated by adding
additional items to either the antecedent or consequent
of R,. Rules having the same support and confidence as

g(): 2" —2°
g(l)=(0e O|Viel, (o)) eR}
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more general rules are the redundant association rules.
Remaining rules are non-redundant rules.
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INTRODUCTION

In recent years much research and development effort
has been directed towards the broad field of ambient
intelligence (Aml), and this trend is set to continue for
the foreseeable future. Aml aims atseamlessly integrat-
ing services within smart infrastructures to be used at
home, at work, in the car, on the move, and generally in
mostenvironments inhabited by people. Itisarelatively
new paradigm rooted in ubiquitous computing, which
calls for the integration and convergence of multiple
disciplines, such as sensor networks, portable devices,
intelligent systems, human-computer and social interac-
tions, as well as many techniques within artificial intel-
ligence, suchas planning, contextual reasoning, speech
recognition, language translation, learning, adaptability,
and temporal and hypothetical reasoning.

The term Aml was coined by the European Com-
mission, when in 2001 one of its Programme Advisory
Groups launched the Aml challenge (Ducatel et al.,
2001), later updated in 2003 (Ducatel et al., 2003). But
although the term Aml originated from Europe, the goals
of the work have been adopted worldwide, see for ex-
ample (The Aware Home, 2007), (The Oxygen Project,
2007), and (The Sony Interaction Lab, 2007).

The foundations of Aml infrastructures are based on
the impressive progress we are witnessing in wireless
technologies, sensor networks, display capabilities,
processing speeds and mobile services. These devel-
opments help provide much useful (row) information
for Aml applications. Further progress is needed in
taking full advantage of such information in order
to provide the degree of intelligence, flexibility and
naturalness envisaged. This is where artificial intel-
ligence and multi-agent techniques have important
roles to play.

In this paper we will review the progress that has
been made in intelligent systems, discuss the role of
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artificial intelligence and agent technologies and focus
on the application of Aml for independent living.

BACKGROUND

Ambient intelligence is a vision of the information
society where normal working and living environments
are surrounded by embedded intelligent devices that
can merge unobtrusively into the background and
work through intuitive interfaces. Such devices, each
specialised in one or more capabilities, are intended to
work together within an infrastructure of intelligent
systems, to provide a multitude of services aimed at
generally improving safety and security and improving
quality of life in ordinary living, travelling and work-
ing environments.

The European Commission identified four Aml sce-
narios (Ducatel et al. 2001, 2003) in order to stimulate
imagination and initiate and structure research in this
area. We summarise two of these to provide the flavour
of Aml visions.

Aml Scenarios:

1. Dimitriosistaking a coffee break and prefersnotto
be disturbed. He is wearing on his clothes or body a
voice activated digital avatar of himself, known as
Digital Me (D-Me). D-Me isbothalearning device,
learning about Dimitrios and his environment, and
anacting device offering communication, process-
ing and decision-making functionalities. During
the coffee break D-Me answers the incoming calls
and emails of Dimitrios. It does so smoothly in
the necessary languages, with a re-production of
Dimitrios’ voice and accent. Then D-Me receives
a call from Dimitrios’ wife, recognises its urgency
and passes it on to Demetrios. At the same time it
catches a message from an older person’s D-Me,
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located nearby. This person has left home without
his medication and would like to find out where
to access similar drugs. He has asked his D-Me,
in natural language, to investigate this. Dimitrios
happens to suffer from a similar health problem
and uses the same drugs. His D-Me processes the
incoming request for information, and decides
neither to reveal Dimitrios’ identity nor offer direct
help, butto provide the elderly person’s D-Me with
a list of the closest medicine shops and potential
contact with a self-help group.

Carmen plans her journey to work. It asks Aml, by
voice command, to find her someone with whom
she can share a lift to work in half an hour. She then
plans the dinner party she is to give that evening.
She wishes to bake a cake, and her e-fridge flashes
a recipe on the e-fridge screen and highlights the
ingredients that are missing. Carmen completes
her shopping list on the screen and asks for it to
be delivered to the nearest distribution point in her
neighbourhood. All goods are smart tagged, so she
can check the progress of her virtual shopping from
any enabled device anywhere, and make alterations.
Carmen makes her journey to work, in a car with
dynamic traffic guidance facilities and traffic sys-
tems that dynamically adjust speed limits depend-
ing on congestion and pollution levels. When she
returns home the AmIl welcomes her and suggests
that on the next day she should telework, as a big
demonstration is planned in downtown.

Figure 1. Components of Ambient Intelligence
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The demands thatdrive Aml and provide opportuni-
ties are for improvement of safety and quality of life,
enhancements of productivity and quality of products
andservices, including public servicessuch as hospitals,
schools, military and police, and industrial innovation.
Aml is intended to facilitate human contact and com-
munity and cultural enhancement, and ultimately it
should inspire trust and confidence.

Some of the technologies required for Aml are
summarised in Figure 1.

Aml work builds on ubiquitous computing and sen-
sor network and mobile technologies. To provide the
intelligence and naturalness required, it is our view that
significant contributions can come from advances in
artificial intelligence and agent technologies. Artificial
intelligence has a long history of research on plan-
ning, scheduling, temporal reasoning, fault diagnosis,
hypothetical reasoning, and reasoning with incomplete
and uncertain information. All of these are techniques
that can contribute to AmI where actions and decisions
have to be taken in real time, often with dynamic and
uncertain knowledge about the environment and the
user. Agent technology research has concentrated on
agent architectures that combine several, often cogni-
tive, capabilities, including reactivity and adaptability,
as well as the formation of agent societies through
communication, norms and protocols.

Recent work has attempted to exploit these tech-
niques for Aml. In (Augusto and Nugent 2004) the
use of temporal reasoning combined with active data-
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bases are explored in the context of smart homes. In
(Sadri 2007) the use of temporal reasoning together
with agents is explored to deal with similar scenarios,
where information observed in a home environment is
evaluated, deviations from normal behaviour and risky
situations are recognised and compensating actions are
recommended.

The relationship of Aml to cognitive agents is
motivated by (Stathis and Toni 2004) who argue that
computational logic elevates the level of the system to
that of a user. They advocate the KGP agent model
(Kakas, et al 2004) to investigate how to assist a trav-
eller to act independently and safely in an unknown
environmentusing apersonal communicator. (Augusto
et al 2006) address the process of taking decisions in
the presence of conflicting options. (Li and Ji 2005)
offeranew probabilistic framework based on Bayesian
Networks for dealing with ambiguous and uncertain
sensory observations and users’ changing states, in
order to provide correct assistance.

(Amigoni et al 2005) address the goal-oriented as-
pectof Aml applications, and in particular the planning
problemwithin Aml. They conclude thata combination
of centralised and distributed planning capabilities are
required, due to the distributed nature of Aml and the
participation of heterogeneous agents, with different
capabilities. They offer an approach based on the Hi-
erarchical Task Networks taking the perspective of a
multi-agent paradigm for Aml.

The paradigm of embedded agents for Aml en-
vironments with a focus on developing learning and
adaptation techniques for the agents is discussed in
(Hagras et al 2004, and Hagras and Callaghan 2005).
Each agent is equipped with sensors and effectors and
uses alearning system based on fuzzy logic. Areal Aml
environment in the form of an “intelligent dormitory”
is used for experimentation.

Privacy and security in the context of Aml appli-
cations at home, at work, and in the health, shopping
and mobility domains are discussed in (Friedewald et
al 2007). For such applications they consider security
threats such as surveillance of users, identity theft and
malicious attacks, as well as the potential of the digital
divide amongst communities and social pressures.

AMBIENT INTELLIGENCE FOR
INDEPENDENT LIVING

One major use of Aml is to support services for in-
dependent living, to prolong the time people can
live decently in their own homes by increasing their
autonomy and self-confidence. This may involve the
elimination of monotonous everyday activities, moni-
toring and caring for the elderly, provision of security,
or saving resources. The aim of such Aml applications
is to help:

e maintain safety of a person by monitoring his en-
vironment and recognizing and anticipating risks,
and taking appropriate actions,

e provide assistance in daily activities and require-
ments, for example, by reminding and advising
about medication and nutrition, and

e improve quality of life, for example by providing
personalized information about entertainment and
social activities.

This area has attracted a great deal of attention in
recent years, because of increased longevity and the
aging population in many parts of the world. For such
an Aml system to be useful and accepted it needs to be
versatile, adaptable, capable of dealing with changing
environments and situations, transparent and easy, and
even pleasant, to interact with.

We believe that it would be promising to explore
an approach based on providing an agent architec-
ture consisting of a society of heterogeneous, intel-
ligent, embedded agents, each specialised in one or
more functionalities. The agents should be capable
of sharing information through communication, and
their dialogues and behaviour should be governed by
context-dependent and dynamic norms.

The basic capabilities for intelligent agents in-
clude:

e Sensing: to allow the agent observe the environ-
ment

e Reactivity: to provide context-dependent dynamic
behaviour and the ability to adapt to changes in
the environment

e Planning: to provide goal-directed behaviour

e Goal Decision: to allow dynamic decisions about
which goals have higher priorities
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e Action execution: to allow the agent to affect the
environment.

All of these functionalities also require reasoning
about spatio-temporal constraints reflecting the envi-
ronment in which an Aml system operates.

Most of these functionalities have been integrated
in the KGP model (Kakas et al, 2004), whose archi-
tecture is shown in Figure 2 and implemented in the
PROSOCS system (Bracciali et al, 2006). The use of
reactivity for communication and dialogue policies
has also been discussed in, for example, (Sadri et al,
2003). The inclusion of normative behaviour has been
discussed in (Sadri et al, 2006) where we also consider
howto choose amongstdifferent types of goals, depend-
ing on the governing norms. For a general discussion
on the importance of norms in artificial societies see
(Pitt, 2005).

KGP agents are situated in the environment via
their physical capabilities. Information received from
the environment (including other agents) updates the
agents state and provides input to its dynamic cycle
theory, which, inturn, determines the nextstepsinterms
of its transitions, using its reasoning capabilities.

FUTURE TRENDS
As most other information and communication tech-

nologies, Aml is not likely to be good or bad on its
own, but its value will be judged from the different

Figure 2. The architecture of a KGP agent

CYCLE ™,

THEORY \
& %9\
& -9'))
/«e"" %\

h

m—» o

REASONING CAPABILITIES

PHYSICAL CAPABILITIES

88

Ambient Intelligence

ways the technology will be used to improve people’s
lives. In this section we discuss new opportunities and
challenges for the integration of AmI with what people
doinordinary settings. We abstract away from hardware
trends and we focus on areas that are software related
and are likely to play an important role in the adoption
of AmlI technologies.

Afocal point is the observation that people discover
and understand the world through visual and conver-
sational interactions. As a result, in the coming years
we expect to see the design of Aml systems to focus in
ways that will allow humansto interact in natural ways,
using their common skills such as speaking, gesturing,
glancing. This kind of natural interaction (Leibe et al
2000) will complement existing interfaces and will
require that Aml systems be capable of representing
virtual objects, possibly in 3D, as well as capture
people’s moves in the environment and identify which
of these moves are directed to virtual objects.

We also expectto see new research directed towards
processing of sensor data with different information
(Massaro and Friedman 1990) and different kind of
formats such as audio, video, and RFID. Efficient
techniques to index, search, and structure these data
and ways to transform themto the higher-level semantic
information required by cognitive agents will be an
important area for future work. Similarly, the reverse
of this process is likely to be of equal importance,
namely, how to translate high-level information to
the lower-level signals required by actuators that are
situated in the environment.

Given that sensors and actuators will provide the
link with the physical environment, we also anticipate
further research to address the general linking of Aml
systems to already existing computing infrastructures
such as the semantic web. This work will create hybrid
environments thatwill need to combine useful informa-
tion from existing wired technologies with information
from wireless ones (Stathis et al 2007). To enable the
creation of such environments we imagine the need
to build new frameworks and middleware to facilitate
integration of heterogeneous Aml systems and make
the interoperation more flexible.

Another important issue is how the human experi-
ence in Aml will be managed in a way that will be as
unobtrusive as possible. Inthis we foresee that develop-
ments in cognitive systems will play a very important
role. Although there will be many areas of cognitive
system behaviour that will need to be addressed, we
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anticipate that development of agent models that adapt
and learn (Sutton and Barto 1998), to be of great im-
portance. The challenge here will be how to integrate
the output of these adaptive and learning capabilities
to the reasoning and decision processes of the agent.
The resulting cognitive behaviour must differentiate
between newly learned concepts and existing ones, as
well as discriminate between normal behaviour and
exceptions.

We expect that AmI will emerge with the formation
of user communities who live and work in a particular
locality (Stathis et al 2006). The issue then becomes
how to manage all the information that is provided and
captured as the system evolves. We foresee research to
address issues such as semantic annotations of content,
and partitioning and ownership of information.

Linking in local communities with smart homes,
e-healthcare, mobile commerce, and transportation
systems will eventually give rise to a global Aml sys-
tem. For applications in such a system to be embraced
by people we will need to see specific human factors
studies to decide how unobtrusive, acceptable and
desirable the actions of the Aml environment seem
to people who use them. Some human factors studies
should focus on issues of presentation of objects and
agents in a 3D setting, as well as on the important is-
sues of privacy, trust and security.

To make possible the customization of system in-
teractions to different classes of users, it is required to
acquire and store information about these users. Thus
for people to trust Aml interactions in the future we
must ensure that the omnipresent intelligent environ-
ment maintains privacy in an ethical manner. Ethical
or, better, normative behaviour cannot only be ensured
at the cognitive level (Sadri et al 2006), but also at the
lower, implementation level of the Aml platform. In
this context, ensuring that communicated information
isencrypted, certified, and follows transparent security
policies will be required to build systems less vulner-
able to malicious attacks. Finally, we also envisage
changes to business models that would characterise
Aml interactions (Hax and Wielde 2001).

CONCLUSION

The successful adoption of Aml is predicated on the
suitable combination of ubiquitous computing, artificial
intelligence and agent technologies. A useful class of

applications that can test such a combination is Aml
supporting independent living. For such applications
we have identified the trends that are likely to play an
important role in the future.
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TERMS AND DEFINITIONS

Artificial Societies: Complex systems consisting
of a, possibly large, set of agents whose interaction
are constrained by norms and the roles the agents are
responsible to play.

Cognitive Agents: Software agents endowed with
high-level mental attitudes, such as beliefs, goals and
plans.

ContextAwareness: Refersto the idea that comput-
ers can both sense and react according to the state of
the environment they are situated. Devices may have
information about the circumstances under which they
are able to operate and react accordingly.

Natural Interaction: The investigation of the re-
lationships between humans and machines aiming to
create interactive artifacts that respect and exploit the

natural dynamics through which people communicate
and discover the real world.

Smart Homes: Homes equipped with intelligent
sensors and devices within a communications infra-
structure that allows the various systems and devices
to communicate with each other for monitoring and
maintenance purposes.
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Ubiquitous Computing: A model of human-com-
puter interaction in which information processing is
integrated into everyday objects and activities. Unlike
the desktop paradigm, inwhich asingle user chooses to
interact with a single device for a specialized purpose,
with ubiquitous computing a user interacts with many
computational devices and systems simultaneously, in
the course of ordinary activities, and may not neces-
sarily even be aware that is doing so.

Wireless Sensor Networks: Wireless networks
consisting of spatially distributed autonomous devices
using sensors to cooperatively monitor physical or
environmental conditions, such as temperature, sound,
vibration, pressure, motion or pollutants, at different
locations.
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INTRODUCTION

The trend in the direction of hardware cost reduction
and miniaturization allows including computing de-
vices in several objects and environments (embedded
systems). Ambient Intelligence (Aml) deals with a new
world where computing devices are spread everywhere
(ubiquity), allowing the human being to interact in
physical world environments in an intelligent and un-
obtrusive way. These environments should be aware
of the needs of people, customizing requirements and
forecasting behaviours.

Aml environments may be so diverse, such as
homes, offices, meeting rooms, schools, hospitals,
control centers, transports, touristic attractions, stores,
sport installations, and music devices.

Ambient Intelligence involves many different disci-
plines, like automation (sensors, control, and actuators),
human-machine interaction and computer graphics,
communication, ubiquitous computing, embedded
systems, and, obviously, Artificial Intelligence. In the
aims of Artificial Intelligence, research envisages to
include more intelligence in the AmI environments,
allowing a better support to the human being and the
access to the essential knowledge to make better deci-
sions when interacting with these environments.

BACKGROUND

Ambient Intelligence (Aml) is a concept developed
by the European Commission’s IST Advisory Group
ISTAG (ISTAG, 2001)(ISTAG, 2002). ISTAG believes
that it is necessary to take a holistic view of Ambient
Intelligence, considering not just the technology, but
the whole of the innovation supply-chain from sci-
ence to end-user, and also the various features of the
academic, industrial and administrative environment
that facilitate or hinder realisation of the Aml vision
(ISTAG, 2003). Due to the great amount of technolo-
gies involved in the Ambient Intelligence concept we

may find several works that appeared even before the
ISTAG vision pointing in the direction of Ambient
Intelligence trends.

Inwhat concerns Artificial Intelligence (AI), Ambi-
ent Intelligence isanew meaningful step in the evolution
of Al (Ramos, 2007). Al has closely walked side-by-side
with the evolution of Computer Science and Engineer-
ing. The building of the first artificial neural models and
hardware, with the Walter Pitts and Warren McCullock
work (Pitts & McCullock, 1943) and Marvin Minsky
and Dean Edmonds SNARC system correspond to the
first step. Computer-based Intelligent Systems, like the
MY CIN Expert System (Shortliffe, 1976) or network-
based Intelligent Systems, like AUTHORIZER’s AS-
SISTANT (Rothi, 1990) used by American Express for
authorizing transactions consulting several Data Bases
are the kind of systems of the second step of Al. From
the 80’s Intelligent Agents and Multi-Agent Systems
have established the third step, leading more recently
to Ontologies and Semantic Web. From hardware to
the computer, from the computer to the local network,
from the local network to the Internet, and from the
Internet to the Web, Artificial Intelligence was on the
state of the art of computing, most of times a little bit
ahead of the technology limits.

Now the centre is no more in the hardware, or in
the computer, or even in the network. Intelligence must
be provided to our daily-used environments. We are
aware of the push in the direction of Intelligent Homes,
Intelligent Vehicles, Intelligent Transportation Systems,
Intelligent Manufacturing Systems, even Intelligent
Cities. This is the reason why Ambient Intelligence
concept is so important nowadays (Ramos, 2007).

Ambient Intelligence is not possible without Artifi-
cial Intelligence. Onthe other hand, Al researchers must
be aware of the need to integrate their techniques with
other scientificcommunities’ techniques (e.g. Automa-
tion, Computer Graphics, Communications). Ambient
Intelligence is a tremendous challenge, needing the
better effort of different scientific communities.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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There is a miscellaneous of concepts and tech-
nologiesrelated with Ambient Intelligence. Ubiquitous
Computing, Pervasive Computing, Embedded Sys-
tems, and Context Awareness are the most common.
However these concepts are different from Ambient
Intelligence.

The concept of Ubiquitous Computing (UbiComp)
was introduced by Mark Weiser during his tenure as
Chief Technologist of the Palo Alto Research Center
(PARC) (Weiser, 1991). Ubiquitous Computing means
that we have access to computing devices anywhere in
anintegrated and coherent way. Ubiquitous Computing
was mainly driven by Communications and Comput-
ing devices scientific communities but now is involv-
ing other research areas. Ambient Intelligence differs
from Ubiquitous Computing because sometimes the
environmentwhere Ambient Intelligence is considered
is simply local. Another difference is that Ambient
Intelligence makes more emphasis on intelligence
than Ubiquitous Computing. However, ubiquity is a
real need today and Ambient Intelligence systems are
considering this feature.

A concept that sometimes is seen as a synonymous
of Ubiquitous Computing is Pervasive Computing.
According to Teresa Dillon, Ubiquitous Computing
is best considered as the underlying framework, the
embedded systems, networks and displays which are
invisible and everywhere, allowing us to ‘plug-and-
play’ devices and tools, On the other hand, Pervasive
Computing, is related with all the physical parts of
our lives; mobile phone, hand-held computer or smart
jacket (Dillon, 2006).

Embedded Systems mean that electronic and
computing devices are embedded in current objects or
goods. Today goods like cars are equipped with mi-
croprocessors; the same is true for washing machines,
refrigerators, and toys. Embedded Systems community
is more driven by electronics and automation scientific
communities. Current efforts go in the direction to in-
clude electronicand computing devicesinthe most usual
and simple objects we use, like furniture or mirrors.
Ambient Intelligence differs from Embedded Systems
since computing devices may be clearly visible in Aml
scenarios. However, there is a clear trend to involve
more embedded systems in Ambient Intelligence.

Context Awareness means that the system is aware
of the currentsituation we are dealing with. Anexample
is the automatic detection of the current situation in a
Control Centre. Are we in presence of anormal situation

or are we dealing with a critical situation, or even an
emergency? Inthis Control Centre the intelligentalarm
processor will exhibit different outputsaccording to the
identified situation (Vale, Moura, Fernandes, Marques,
Rosado, Ramos, 1997). Automobile Industry is also
investing in Context Aware systems, like near-accident
detection. Human-Computer Interaction scientific com-
munity is paying lots of attention to Context Awareness.
Context Awareness is one of the most desired concepts
to include in Ambient Intelligence, the identification
of the context is important for deciding to act in an
intelligent way.

There are different views of the importance of other
concepts and technologies in the Ambient Intelligence
field. Usually these differences are derived from the
basic scientific community of the authors. ISTAG see
the technology research requirements from different
points of view (Components, Integration, System, and
User/Person). In (ISTAG, 2003) the following ambient
components are mentioned: smart materials; MEMS
andsensor technologies; embedded systems; ubiquitous
communications; I/0 device technology; adaptive soft-
ware. Inthe same document ISTAG refers the following
intelligence components: media managementand han-
dling; natural interaction; computational intelligence;
context awareness; and emotional computing.

Recently Ambient Intelligence is receiving a
significant attention from Artificial Intelligence Com-
munity. We may refer the Ambient Intelligence Work-
shops organized by Juan Augusto and Daniel Shapiro
at ECAI’2006 (European Conference on Artificial
Intelligence) and IJCAI’2007 (International Joint
Conference on Artificial Intelligence) and the Special
Issue on Ambient Intelligence, coordinated by Carlos
Ramos, Juan Augusto and Daniel Shapiro to appear
in the March/April’2008 issue of the IEEE Intelligent
Systems magazine.

AMBIENT INTELLIGENT PROTOTYPES
AND SYSTEMS
Here we will analyse some examples of Ambient Intel-

ligence prototypes and systems, divided by the area of
application.

93




Aml at Home

Domotics is a consolidated area of activity. After the
first experiences using Domotics at homes there was a
trend to refer the Intelligent Home concept. However,
Domoticsistoo centred inthe automation, giving to the
user the capability to control the house devices from
everywhere. We are still far from the real Ambient
Intelligence in homes, at least at the commercial level.
In (Wichert, Hellschimidt, 2006) there is an interesting
example in the aims of EMBASSI project, by gesture a
woman is commanding the TV to be brighter, however
the TV is already at the brightest level, so the lights
reduce the level and the windows close, showing an
example of context awareness in the environment.

Several organizations are doing experiments to
achieve the Intelligent Home concept. Some examples
are HomeLab from Philips, MIT House_n, Georgia
Tech Aware Home, Microsoft Concept Home, and e2
Home from Electrolux and Ericsson.

Amlin Vehicles and Transports

Since the first experiences with NAVLAB 1 (Thorpe,
Herbert, Kanade, Shafer, 1988) Carnegie Mellon Uni-
versity has developed several prototypes for Autono-
mous Vehicle Driving and Assistance. The last one,
NAVLAB 11, is an autonomous Jeep. Most of the car
industry companies are doing research in the area of
Intelligent Vehicles for several tasks like car parking
assistance or pre-collision detection.

Another example of AmI application is related
with Transports, namely in connection with Intelligent
Transportation Systems (ITS). The ITS Joint Program of
the US Department of Transportation identified several
areas of applications, namely: arterial management;
freeway management; transit management; incident
management; emergence management; electronic pay-
ment; traveller information; information management;
crash prevention and safety; roadway operations and
management; road weather management; commercial
vehicle operations; and intermodal freight. In all these
application areas Ambient Intelligence can be used.

Amlin Elderly and Health Care
Several studies point to the aging of population dur-
ing the next decades. While being a good result of

increasing of life expectation, this also implies some
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problems. The percentage of population with health
problems will increase and it will be very difficult to
Hospitals to maintain all patients. Our society is faced
with the responsibility to care for these people in the
best possible social and economical ways. So, there is
a clear interest to create Ambient Intelligence devices
and environments allowing the patients to be followed
in their own homes or during their day-by-day life.

The medical control support devices may be em-
bedded in clothes, like T-shirts, collecting vital-sign
information from sensors (e. g. blood pressure, tem-
perature). Patients will be monitored at long distance.
The surrounding environment, for example the patient
home, may be aware of the results from the clinical
data and even perform emergency calls to order an
ambulance service.

Forinstance, we may refer the IST Vivago® system
(IST International Security Technology Oy, Helsinki,
Finland), anactive social alarm system, which combines
intelligent social alarms with continuous remote moni-
toring of the user’s activity profile (Sareld, Korhonen,
L6tjonen, Sola, Myllymaki, 2003).

Amlin Tourism and Cultural Heritage

Tourism and Cultural Heritage are good application
areas for Ambient Intelligence. Tourism is a grow-
ing industry. In the past tourists were satisfied with
pre-defined tours, equal for all the people. However
there is a trend in the customization and the same tour
can be conceived to adapt to tourists according their
preferences.

Immersive tour post is an example of such experi-
ence (Park, Nam, Shi, Golub, Van Loan, 2006). MEGA
is an user-friend virtual-guide to assist visitors in the
ParcoArcheologicodellaValledel Temple inAgrigento,
an archaeological area with ancient Greek temples in
Agrigento, located in Sicily, Italy (Pilato, Augello,
Santangelo, Gentile, Gaglio, 2006). DALICAhas been
used for constructing and updating the user profile of
visitors of Villa Adriana in Tivoli, near Rome, Italy
(Constantini, Inverardi, Mostarda, Tocchio, Tsintza,
2007).

Aml at Work
The human being spends considerable time in work-

ing places like offices, meeting rooms, manufacturing
plants, control centres.
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SPARSE is a project initially created for helping
Power Systems Control Centre Operatorsinthe diagno-
sisand restoration of incidents (Vale, Moura, Fernandes,
Marques, Rosado, Ramos, 1997). It is a good example
of context awareness since the developed system is
aware of the on-going situation, acting in different
ways according the normal or critical situation of the
power system. This system is evolving for an Ambient
Intelligence framework applied to Control Centres.

Decision Making is one of the most important
activities of the human being. Nowadays decisions
imply to consider many different points of view, so
decisions are commonly taken by formal or informal
groups of persons. Groups exchange ideas or engage
in a process of argumentation and counter-argumenta-
tion, negotiate, cooperate, collaborate or even discuss
techniques and/or methodologies for problem solving.
Group Decision Making is a social activity in which
the discussion and results consider a combination of
rational and emotional aspects. ArgEmotionAgents
is a project in the area of the application of Ambient
Intelligence in the group argumentation and decision
support considering emotional aspects and running in
the Laboratory of Ambient Intelligence for Decision
Support (LAID), seen in Figure 1 (Marreiros, Santos,
Ramos, Neves, Novais, Machado, Bulas-Cruz, 2007),
a kind of an Intelligent Decision Room. This work has
also a part involving ubiquity support.

Amlin Sports

Sportsinvolve high-level athletesand many more prac-
titioners. Many sports are done without any help of the
associated devices, opening here a clear opportunity
for Ambient Intelligence to create sports assistance
devices and environments.

FlyMaster NAV+ is a free-flight on-board pilot As-
sistant (e.g. gliding, paragliding), using the FlyMaster
F1 module with access to GPS and sensorial informa-
tion. FlyMaster Avionics S.A., a spin-off, was created
to commercialize these products (see figure 2).

AMBIENT INTELLIGENCE PLATFORMS

Some companies and academic institutions are invest-
ing in the creation of Ambient Intelligence generation
platforms.

The Endeavour projectisdeveloped by the California
University in Berkeley (http://endeavour.cs.berkeley.
edu/). The project aims to specify, design, and imple-
ment prototypes at a planet scale, self organized and
involving an adaptive “Information Utility”.

Oxygen enables pervasive human centred comput-
ing through a combination of specific user and system
technologies (http://www.oxygen.lcs.mit.edu/). This
project provides speech and vision technologies en-
abling us to communicate with Oxygen as if we were
interacting with another person, saving much time and
effort (Rudolph, 2001).

The Portolano project was developed in the Uni-
versity of Washington and seeks to create a testbed for
research into the emerging field of invisible computing
(http://portolano.cs.washington.edu/). The invisible
computing is possible with devices so highly optimized
to particular tasks that they bend into the world and
require little technical knowledge fromthe users (Esler,
Hightower, Anderson, Borrielo, 1999).

The EasyLiving project of Microsoft Research
Vision Group corresponds to a prototype architecture
and associated technologies for building intelligent
environments (Brumitt, Meyers, Krumm, Kern, Shafer,

Figure 1. Ambient Intelligence for decision support, LAID Laboratory
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Figure 2. FlyMaster Pilot Assistant device, from FlyMaster Avionics S.A.

2000). EasyL.iving goal is to facilitate the interaction
of people with other people, with computer, and with
devices (http://research.microsoft.com/easyliving/).

FUTURE TRENDS

Ambient Intelligence deals with a futuristic notion for
our lives. Most of the practical experiences concerning
Ambient Intelligence are still in a very incipient phase,
due to the recent existence of this concept. Today, it is
not clear the separation between the computer and the
environments. However, for new generations things will
be more transparent, and environments with Ambient
Intelligence will be more widely accepted.

In the area of transport, Aml will cover several
aspects. The first will be related with the vehicle itself.
Several performances start to be available, like the au-
tomatic identification of the situation (e.g. pre-collision
identification, identification of the driver conditions).
Otheraspects will be related with the traffic information.
Today, GPS devices are generalized, but they deal with
static information. Joining on-line traffic conditions
will enable the driver to avoid roads with accidents.
Technology is giving good steps in the direction of
automatic vehicle driving. But in the near future the
developed systems will be seen more like driver as-
sistants in spite of autonomous driving systems.

Another area where Aml will experience a strong
developmentwill be the area of Health Care, especially
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inthe Elderly Care. Patients will receive this support to
allow a more autonomous life in their homes. However
automatic acquisition of vital signals (e.g. blood pres-
sure, temperature) will allow to do automatic emergency
calls when the patient health is in significant trouble.
The person monitoring will also be done in his/her
home, trying to detect differences in expected situa-
tions and habits.

The home support will achieve the normal personal
and family life. Intelligent Homes will be areality. The
home residents will pay less attention to normal home
management aspects, for example, how many bottles
of red wine are available for the week meals or if the
specific ingredients for a cake are all available.

Aml for job support are also expected. Decision
Support Systems will be oriented to on-the-job envi-
ronments. This will be clear in offices, meeting rooms,
call centres, control centres, and plants.

CONCLUSION

This article presents the state of the art in which con-
cerns Ambient Intelligence field. After the history of
the concept, we established some related concepts
definitions and illustrated with some examples. There
is a long way to follow in order to achieve the Ambi-
ent Intelligence concept, however in the future, this
concept will be referred as one of the landmarks in the
Artificial Intelligence development.
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TERMS AND DEFINITIONS

Ambient Intelligence: Ambient Intelligence (Aml)
deals with a new world where computing devices are
spread everywhere, allowing the human being to interact
in physical world environments in an intelligent and
unobtrusive way. These environments should be aware
of the needs of people, customizing requirements and
forecasting behaviours.

Context Awareness: Context Awareness means
that the system is aware of the current situation we
are dealing with.

Embedded Systems: Embedded Systems means
that electronic and computing devices are embedded
in current objects or goods.

Intelligent Decision Room: A decision-making
space, eg a meeting room or a control center, equipped
with intelligent devices and/or systems to support deci-
sion-making processes.

Intelligent Home: A home equipped with several
electronic and interactive devices to help residents to
manage conventional home decisions.

Intelligent Transportation Systems: Intelligent
Systems applied to the area of Transports, namely to
traffic and travelling issues.

Intelligent Vehicles: A vehicle equipped with sen-
sors and decision support components.

Pervasive Computing: Pervasive Computing is
related with all the physical parts of our lives, the user
may have not notion of the computing devices and
details related with these physical parts.

Ubiquitous Computing: Ubiquitous Computing
means that we have access to computing devices any-
where in an integrated and coherent way.
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INTRODUCTION

Accdrnig to rscheearch at Cmabrigde Uinervtisy, it
deosn’t mttaer in what oredr the Itteers in a wrod are,
the olny iprmoetnt tihng is that the frist and Isat Itteer
be at the rghit pclae. Tihs is bcuseae the human mnid
deos not raed ervey lteter by istlef, but the wrod as a
wlohe.!

Unfortunately computing systems are not yet as
smart as the human mind. Over the last couple of years
a significant number of researchers have been focus-
sing on noisy text analytics. Noisy text data is found in
informal settings (online chat, SMS, e-mails, message
boards, among others) and in text produced through
automated speech recognition or optical character
recognition systems. Noise can possibly degrade the
performance of other information processing algo-
rithms such as classification, clustering, summarization
and information extraction. We will identify some of
the key research areas for noisy text and give a brief
overview of the state of the art. These areas will be, (i)
classification of noisy text, (ii) correcting noisy text,
(iii) information extraction from noisy text. We will
cover the first one in this chapter and the later two in
the next chapter.

We define noise in text as any kind of difference
in the surface form of an electronic text from the in-
tended, correct or original text. We see such noisy text
everyday in various forms. Each of them has unique
characteristics and hence requires special handling.
We introduce some such forms of noisy textual data
in this section.

Online Noisy Documents: E-mails, chat logs, scrap-
book entries, newsgroup postings, threads in discussion
fora, blogs, etc., fall under this category. People are
typically less careful about the sanity of written content
in such informal modes of communication. These are
characterized by frequent misspellings, commonly

and not so commonly used abbreviations, incomplete
sentences, missing punctuations and so on. Almost
always noisy documents are human interpretable, if
not by everyone, at least by intended readers.

SMS: Short Message Services are becoming more
and more common. Language usage over SMStextsig-
nificantly differs from the standard form ofthe language.
An urge towards shorter message length facilitating
faster typing and the need for semantic clarity, shape
the structure of this non-standard form known as the
texting language (Choudhury et. al., 2007).

Text Generated by ASR Devices: ASR is the
process of converting a speech signal to a sequence
of words. An ASR system takes speech signal such
as monologs, discussions between people, telephonic
conversations, etc. as input and produces a string a
words, typically not demarcated by punctuations as
transcripts. An ASR system consists of an acoustic
model, a language model and a decoding algorithm.
The acoustic model is trained on speech data and their
corresponding manual transcripts. The language model
is trained on a large monolingual corpus. ASR convert
audio into text by searching the acoustic model and
language model space using the decoding algorithm.
Most conversations at contact centers today between
agents and customers are recorded. To do any process-
ing of this data to obtain customer intelligence it is
necessary to convert the audio into text.

TextGenerated by OCR Devices: Optical character
recognition, or ‘OCR’, isatechnology thatallows digital
images of typed or handwritten text to be transferred
into an editable text document. It takes the picture of
textand translates the text into Unicode or ASCII. . For
handwritten optical character recognition, the rate of
recognition is 80% to 90% with clean handwriting.

Call Logsin Contact Centers: Today’s contact cen-
ters (also known as call centers, BPOs, KPOs) produce
huge amounts of unstructured data in the form of call
logs apart from emails, call transcriptions, SMS, chat
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transcripts etc. Agents are expected to summarize an
interaction as soon as they are done with it and before
picking up the next one. As the agents work under im-
mense time pressure hence the summary logs are very
poorly written and sometimes even difficult for human
interpretation. Analysis of such call logs are important
to identify problemareas, agent performance, evolving
problems etc.

In this chapter we will be focussing on automatic
classification of noisy text. Automatic text classifica-
tion refers to segregating documents into different
topics depending on content. Forexample, categorizing
customer emails according to topics such as billing
problem, address change, product enquiry etc. It has
important applications in the field of email categori-
zation, building and maintaining web directories e.g.
DMoz, spam filter, automatic call and email routing
in contact center, pornographic material filter and so
on.

NOISY TEXT CATEGORIZATION

The text classification task is one of the learning
models for a given set of classes and applying these
models to new unseen documents for class assignment.
This is an important component in many knowledge
extraction tasks; real time sorting of email or files
into folder hierarchies, topic identification to support
topic-specific processing operations, structured search
and/or browsing, or finding documents corresponding
to long-term standing interests or more dynamic task-
based interests. Two types of classifiers are generally
commonly found viz. statistical classifiers and rule
based classifiers.

In statistical techniques a model is typically trained
onacorpus of labelled data and once trained the system
can be used for automatic assignment of unseen data. A
survey of text classification can be found in the work
by Aas & Eikvil (Aas & Eikvil, 1999). Given a train-
ing document collection ®={d,, d,, ....., d,,} with true
classes {y,, ¥, -...., ¥,,} the task is to learn a model.
This model is used for categorizing a new unlabelled
documentd . Typically words appearing in the text are
used as features. Other applications including search
rely heavily on taking the markup or link structure of
documents into account but classifiers only depend on
the content of the documents or the collection of words
present in the documents. Once features are extracted
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from documents, each document is converted into a
document vector. Documents are represented in a vec-
tor space; each dimension of this space represents a
single feature and the importance of that feature in that
document gives the exact distance from the origin. The
simplest representation of document vectors uses the
binary event model, where if a feature j € V appears in
document d,, then the j*"" component of d. is 1 otherwise
itis 0. One of the most popular statistical classification
techniques is naive Bayes (McCallum, 1998). In the
naive Bayes technique the probability of a document
d, belonging to class ¢ is computed as:

Pr(c,d)

Pr(c|d) = o)

_ Pr(c)Pr(d|c)
Pr(d)

o Pr(c)Pr(d|c)

= [1P(;lc)

The final approximation ofthe above equation refers
to the naive part of such a model, i.e., the assumption
of word independence which means the features are
assumed to be conditionally independent, given the
class variable.

Rule-based learning systems have been adopted in
the document classification problem since it has con-
siderable appeal. They perform well at finding simple
axis-parallel frontiers. A typical rule-based classifica-
tion scheme for a category, say C, has the form:

Assign category C if antecedent or
Do no assign category C if antecedent or

The antecedent in the premise of a rule usually
involves some kind of feature value comparison. A
rule is said to cover a document or a document is said
to satisfy a rule if all the feature value comparisons in
the antecedent of the rule are true for the document.
One of the well known works in the rule based text
classification domain is RIPPER. Like a standard
separate-and-conquer algorithm, it builds a rule set
incrementally. When a rule is found, all documents
covered by the rule are discarded including positive
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and negative documents. The rule is then added to the
rule set. The remaining documents are used to build
other rules in the next iteration.

In both statistical as well as rule based text clas-
sification techniques, the content of the text is the sole
determiner of the category to be assigned. However
noise in the text distorts the content and hence read-
ers can expect the categorization performance to get
affected by noise in the text. Classifiers are essentially
trainedto identify correlation between extracted features
(words) with different categories which can be later
utilized to categorize new documents. For example,
words like exciting offer get a free laptop might have
stronger correlation with category spam emails than
non-spam emails. Noise in text distorts this feature
space excitinng ofer get frree lap top will be new set
of features and the categorizer will not be able to re-
late it to the spam emails category. The feature space
explodes as the same feature can appear in different
forms due to spelling errors, poor recognition, wrong
transcription, etc. In the remaining part of this section
we will give an overview how people have approached
the problem of categorizing noisy text.

Categorization of OCRed Documents

Electronically recognized handwritten documents and
documents generated from OCR process are typical
examples of noisy text because of the errors introduced
by the recognition process. Vinciarelli (Vinciarelli,
2004) has studied the characteristics of noise present
in such data and its effects on categorization accuracy.
A subset of documents from the Reuters-21578 text
classification dataset were taken and noise was intro-
duced using two methods: first a subset of documents
were manually written and recognized using an offline
handwriting recognition system. Inthe second the OCR
based extraction process was simulated by randomly
changing a certain percentage of characters. According
to them for recall values up to 60-70 percent depending
on the sources, the categorization system is robust to
noise even when the Term Error Rate is higher than
40 percent. It was also observed that the results from
the handwritten data appeared to be lower than those
obtained from OCR simulations. Generic systems
for text categorization based on statistical analysis of
representative text corpora have been proposed (Bayer
et.al., 1998). Features are extracted from training texts
by selecting substrings from actual word forms and

applying statistical information and general linguistic
knowledge followed by dimensionality reduction
by linear transformation. The actual categorization
system is based on minimum least-squares approach.
The system is evaluated on the tasks of categorizing
abstracts of paper-based German technical reports and
business letters concerning complaints. Approximately
80% classification accuracy is obtained and it is seen
that the system is very robust against recognition or
typing errors.

Issues with categorizing OCRed documents are also
discussed by many other authors (Brooks & Teahan,
2007), (Hoch, 1994) and (Taghva et. al., 2001).

Categorization of ASRed Documents

Automatic Speech Recognition (ASR) is simply the
process of converting anacoustic signal toasequence of
words. Researchers have proposed differenttechniques
for speech recognition tasks based on Hidden Markov
model (HMM), neural networks, Dynamic time warp-
ing (DTW) (Trentin & Gori, 2001). The performance
of an ASR system is typically measured in terms of
Word Error Rate (WER), which is derived from the
Levenshtein distance, working at word level instead
of character. WER can be computed as

WER= S+tD+1

where S is the number of substitutions, D is the number
of the deletions, I is the number of the insertions, and
N is the number of words in the reference. Bahl et.al.
(Bahl et. al. 1995) have built an ASR system and dem-
onstrated its capability on benchmark datasets.

ASR systems give rise to word substitutions, dele-
tions and insertions, while OCR systems produce es-
sentially word substitutions. Moreover, ASR systems
are constrained by a lexicon and can give as output only
words belonging to it, while OCR systems can work
without a lexicon (this corresponds to the possibility
of transcribing any character string) and can output
sequences of symbols not necessarily corresponding
to actual words. Such differences are expected to have
strong influence on performance of systems designed
for categorizing ASRed documents in comparison to
categorization of OCRed documents. A lot of work on
automatic call type classification for the purpose of
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categorizing calls (Tang etal., 2003), call routing (Kuo
and Lee, 2003; Haffner et al., 2003), obtaining call log
summaries (Douglas et al., 2005), agent assisting and
monitoring (Mishne et al., 2005) has appeared in the
past.Here calls are classified based on the transcription
from an ASR system. One interesting work on seeing
effect of ASR noise on text classification was done on
a subset of benchmark text classification dataset Re-
uters-21578% (Agarwal et. al., 2007). They read outand
automatically transcribed 200 documents and applied a
text classifier trained on clean Reuters-21578 training
corpus®. Surprisingly, in spite of high degree of noise,
they did not observe much degradation in accuracy.

Effect of Spelling Errors on
Categorization

Spellingerrorsarean integral part of written text—elec-
tronic as well as non-electronic. Every reader reading
this book must have been scolded by their teacher
in school for spelling words wrongly! In this era of
electronic text people have become less careful while
writing resulting poorly written text containing ab-
breviations, short forms, acronyms, wrong spellings.
Such electronic text documents including email, chat
log, postings, SMSs are sometimes difficult to interpret
even for human beings. It goes without saying that text
analytics on such noisy data is a non trivial task.
Wrong spellings can affect automatic classification
performance in multiple ways depending on the nature
of the classification technique being used. In the case
of statistical techniques, spelling differences distort the
feature space. If training as well as the test data corpus
are noisy, while learning the model the classifier will
treat variants of the same words as different features.
As a result the observed joint probability distribution
will be different from the actual distribution. If the
proportion of wrongly spelt words is high then the
distortion can be significant and will hurt the accuracy
of the resultant classifier. However, if the classifier
is trained on a clean corpus and the test documents
are noisy, then wrongly spelt words will be treated as
unseen words and will not help in classification. In an
unlikely situation a wrongly spelt word present in a
test document may become a different valid feature
and worse, may become a valid indicative feature of
a different class. A standard technique in the text clas-
sification process is feature selection which happens
after feature extraction and before training. Feature
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selection typically employs some statistical measures
over the training corpus and ranks features in order of
the amount of information (correlation) they have with
respect to the class labels of the classification task at
hand. After the feature set has been ranked, the top
few features are retained (typically order of hundreds
orafewthousand) and the others are discarded. Feature
selection should be able to eliminate wrongly spelt
words present in the training data provided (i) the
proportion of wrongly spelt words is not very large
and (ii) there is no regular pattern in spelling errors®.
However it has been observed, even at high degree
of spelling errors the classification accuracy does not
suffer much (Agarwal et al., 2007).

Rule based classification techniques also get nega-
tively affected by spelling errors. If the training data
contains spelling errors then some of the rules may
not get the required statistical significance. Due to
spelling errors present in the test data a valid rule may
not fire and worse, an invalid rule may fire leading to
a wrong categorization. Suppose RIPPER has learnt
arule set like:

Assign category ““sports’ IF

(the document contains {\it sports}) OR

(the document contains {\it exercise} AND {\it out-
door}) OR

(the document contains {\it exercise} but not {\it home-
work} {\it exam}) OR

(the document contains {\it play} AND {\it rule}) OR

A hypothetical test document containing repeated
occurrences of exercise, but each time wrongly speltas
exarcise, will not be categorized to the sports category
and hence lead to misclassification.

CONCLUSION

In this chapter we have looked at noisy text analytics.
This topic is gaining in importance as more and more
noisy data gets generated and needs processing. In
particular we have looked at techniques for correcting
noisy text and for doing classification. We have pre-
sented a survey of existing techniques in the area and
have shown that even though it is a difficult problem
it is possible to address it with a combination of new
and existing techniques.
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KEY TERMS

Automatic Speech Recognition: Machine recogni-
tion and conversion of spoken words into text.

Data Mining: Theapplication of analytical methods
and tools to data for the purpose of identifying patterns,
relationships or obtaining systems that perform useful
tasks such as classification, prediction, estimation, or
affinity grouping.

Information Extraction: Automatic extraction of
structured knowledge from unstructured documents.

Noisy Text: Text with any kind of difference in the
surface form, from the intended, correct or original
text.

Optical Character Recognition: Translation of
images of handwritten or typewritten text (usually
captured by a scanner) into machine-editable text.
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Rule Induction: Process of learning, from cases
or instances, if-then rule relationships that consist of
an antecedent (if-part, defining the preconditions or
coverage of the rule) and a consequent (then-part,
stating a classification, prediction, or other expres-
sion of a property that holds for cases defined in the
antecedent).

TextAnalytics: The process of extracting useful and
structured knowledge from unstructured documents to
find useful associations and insights.

Text Classification (or Text Categorization): Is
the task of learning models for a given set of classes
and applying these models to new unseen documents
for class assignment.

ENDNOTES

! According to http://www.mrc-cbu.cam.ac.uk/
%7Emattd/Cmabrigde/, this is an internet hoax.
However we found it interesting and hence in-
cluded here.

2 http://www.daviddlewis.com/resources/testcol-
lections/

8 This dataset is available from http://kdd.ics.uci.
edu/databases/reuters_transcribed/reuters_tran-
scribed.html

4 Note: this assumption may not hold true in the
case of cognitive errors
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INTRODUCTION

The importance of text mining applications is growing
proportionally with the exponential growth of electronic
text. Along with the growth of internet many other
sources of electronic text have become really popular.
With increasing penetration of internet, many forms
of communication and interaction such as email, chat,
newsgroups, blogs, discussion groups, scraps etc. have
become increasingly popular. These generate huge
amount of noisy text data everyday. Apart from these
the other big contributors in the pool of electronic text
documents are call centres and customer relationship
management organizations in the form of call logs,
call transcriptions, problem tickets, complaint emails
etc., electronic text generated by Optical Character
Recognition (OCR) process from hand written and
printed documents and mobile text such as Short Mes-
sage Service (SMS). Though the nature of each of these
documents is different but there is a common thread
between all of these—presence of noise.

An example of information extraction is the extrac-
tion of instances of corporate mergers, more formally
MergerBetween(companyl,company2,date), from an
online news sentence such as: “Yesterday, New-York
based Foo Inc. announced their acquisition of Bar
Corp.” Opinion(productl,good), fromablog post such
as: “I absolutely liked the texture of SheetK quilts.”

Atsuperficial level, there are two ways for informa-
tion extraction from noisy text. The first one is cleaning
text by removing noise and then applying existing state
of the art techniques for information extraction. There
in lies the importance of techniques for automatically
correcting noisy text. In this chapter, first we will review
some work in the area of noisy text correction. The sec-
ond approach is to devise extraction techniques which
are robust with respect to noise. Later in this chapter,

we will see how the task of information extraction is
affected by noise.

NOISY TEXT CORRECTION

Before moving on to techniques for processing noisy
text we will briefly introduce methods for correcting
noisy text. One of the most common forms of noise in
text is wrong spelling. Kukich provides a comprehen-
sive survey of techniques pertaining to detecting and
correcting spelling errors (Kukich, 1992). According
to this survey, three types of nonword misspellings are
typically found viz. typographic such as teh, speel,
cognitive such as recieve, conspeeracy and phonetic
such as abiss, nacherly. A distinction must be made
between automatically detecting such errors and auto-
matically correcting those errors. The latter is a much
harder problem. Most of the recent work in this area
is about correcting spelling mistakes automatically.
Golding and Roth (Golding & Roth, 1999) proposed
a combination of a variant of Winnow, a multiplicative
weight-update algorithm and weighted majority voting
for context sensitive spelling correction. Mangu and
Brill (Mangu & Brill, 1997) have shown that a small
set of human understandable rules is more meaningful
than a large set of opaque features and weights. Hybrid
methods capturing the context using trigrams of the
parts-of-speech tags and a feature based method have
also been proposed to handle context sensitive spelling
correction (Golding & Schabes, 1996). There isa lot of
work related to automatic correction of spelling errors
(Agirreet. al., 1998), (Zamoraet. al., 1983), (Golding,
1995). A complete bibliography of all the work related
to spelling error detection and correction can be found
in (Beebe, 2005). On arelated note, automatic spelling
error correction techniques have been applied for other
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applications such as semantic role labelling (Sang et.
al., 2005).

Thereisalso recentwork on correcting the output of
SMS text (Aw et. al., 2006) (Choudhury et. al., 2007),
OCR errors (Nartker et. al., 2003) and ASR errors
(Sarma & Palmer, 2004).

INFORMATION EXTRACTION FROM
NOISY TEXT

The goal of Information Extraction (IE) is to automati-
cally extract structured information from the unstruc-
tured documents. The extracted structured information
has to be contextually and semantically well-defined
data from a given domain. Atypical application of IE is
to scan a set of documents written in natural language
and populate a database with the information extracted.
The MUC (Message Understanding Conference) con-
ference was one effort at codifying the IE task and
expanding it (Chinchor, 1998).

There are two basic approaches to the design of IE
systems. One comprises the knowledge engineering
approach where a domain expert writes a set of rules
to extract the sought after information. Typically the
process of building the system is iterative whereby a
set of rules is written, the system is run and the output
examined to see how the system is performing. The
domain expert then modifies the rules to overcome any
under- or over-generation in the output. The second
is the automatic training approach. This approach is
similarto classification where the texts are appropriately
annotated with the information being extracted. For
example, ifwe would like to build a city name extractor,
then the training set would include documents with all
the city names marked. An IE system would be trained
onthisannotated corpusto learn the patterns that would
help in extracting the necessary entities.

Aninformation extraction system typically consists
of natural language processing steps such as morpho-
logical processing, lexical processing and syntactic
analysis. These include stemming to reduce inflected
forms of words to their stem, parts of speech tagging
to assign labels such as noun, verb, etc. to each word
and parsing to determine the grammatical structure of
sentences.
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Named Entity Annotation of Web Posts

Extraction of named entities is a key IE task. It seeks
to locate and classify atomic elements in the text into
predefined categories such as the names of persons, or-
ganizations, locations, expressions of times, quantities,
monetary values, percentages, etc. Entity recognition
systems either use rule based techniques or statistical
models. Typically a parser or a parts of speech tagger
identifies elements such as nouns, noun phrases, or
pronouns. These elements along with surface forms
of the text are used to define templates for extract-
ing the named entities. For example, to tag company
names it would be desirable to look at noun phrases
that contain the words company or incorporated in
them. These rules can be automatically learnt using
a tagged corpus or could be defined manually. Most
known approaches do this on clean well formed text.
However, named entity annotation of web posts such
as online classifieds, product listings etc. is harder be-
cause these texts are not grammatical or well written.
In such cases reference sets have been used to annotate
parts of the posts (Michelson & Knoblock, 2005). The
reference set is thought of as a relational set of data
with a defined schema and consistent attribute values.
Posts are now matched to their nearest records in the
reference set. In the biological domain gene name an-
notation, even though it is performed on well written
scientific articles, can be thought of in the context of
noise, because many gene names overlap withcommon
English words or biomedical terms. There have been
studies on the performance of the gene name annotator
when trained on noisy data (Vlachos, 2006).

Information Extraction from OCRed
Documents

Documents obtained from OCR may have not only
unknown words and compound words, but also incor-
rect words due to OCR errors. In their work Miller
et. al. (Miller et. al., 2000) have measured the effect
of OCR noise on IE performance. Many IE methods
work directly on the document image to avoid errors
resulting from converting to text. They adopt keyword
matching by searching for string patterns and then use
global document models consisting of keyword models
and their logical relationships to achieve robustness
in matching (Lu & Tan, 2004). The presence of OCR
errors has a detrimental effect on information access
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from these documents (Taghva et. al., 2004). How-
ever, post processing of these documents to correct
these errors exist and have been shown to give large
improvements.

Information Extraction from ASRed
Documents

The output of an ASR system does not contain case
information and punctuations. It has been shown that
in the absence of punctuations extraction of different
syntactic entities like parts of speech and noun phrases
is not accurate (Nasukawa et. al., 2007). So IE from
ASRed documents becomes harder. Miller et. al. (Miller
et. al., 2000) have shown how IE performance varies
with ASR noise. It has been shown that it is possible
to build aggregate models from ASR data (Roy &
Subramaniam, 2006). In this work topical models are
constructed by utilizing inter document redundancy
to overcome the noise. In this work only a few natural
language processing steps have been used. Phrases
have been aggregated over the noisy collection to get
to the clean underlying text.

FUTURE TRENDS

More and more data from sources like chat, conver-
sations, blogs, discussion groups need to be mined
to capture opinions, trends, issues and opportunities.
These forms of communication encourage informal
language which can be considered noisy due to spell-
ing errors, grammatical errors and informal writing
styles. Companies are interested in mining such data
to observe customer preferences and improve customer
satisfaction. Online agents need to be able to understand
web posts to take actions and communicate with other
agents. Customers are interested in collated product
reviews from web posts of other users. The nature
of the noisy text warrants moving beyond traditional
textanalytics techniques. There is need for developing
natural language processing techniques that are robust
to noise. Also techniques that implicitly and explicitly
tackle textual noise need to be developed.

CONCLUSION

Inthis chapter we have looked at information extraction
from noisy text. This topic is gaining in importance as
more and more noisy data gets generated and useful
information needs to be obtained from this. We have
presented a survey of existing techniques information
extraction techniques. We have also presented some of
the future trends in noisy text analytics.
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KEY TERMS

Automatic Speech Recognition: Machine recogni-
tion and conversion of spoken words into text.

Data Mining: Theapplication of analytical methods
and tools to data for the purpose of identifying patterns,
relationships or obtaining systems that perform useful
tasks such as classification, prediction, estimation, or
affinity grouping.

Information Extraction: Automatic extraction of
structured knowledge from unstructured documents.

Knowledge Extraction: Explicitation of the internal
knowledge of a system or set of data in a way that is
easily interpretable by the user.

Noisy Text: Text with any kind of difference in the
surface form, from the intended, correct or original
text.

Optical Character Recognition: Translation of
images of handwritten or typewritten text (usually
captured by a scanner) into machine-editable text.

Rule Induction: Process of learning, from cases
or instances, if-then rule relationships that consist of
an antecedent (if-part, defining the preconditions or
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coverage of the rule) and a consequent (then-part,
stating a classification, prediction, or other expres-
sion of a property that holds for cases defined in the
antecedent).

TextAnalytics: The process of extracting useful and
structured knowledge from unstructured documents to
find useful associations and insights.
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INTRODUCTION

Heart-related pathologies are among the most frequent
health problemsinwestern society. Symptoms that point
towards cardiovascular diseases are usually diagnosed
with angiographies, which allow the medical expert
to observe the bloodflow in the coronary arteries and
detect severe narrowing (stenosis). According to the
severity, extension, and location of these narrowings,
the expert pronounces a diagnosis, defines a treatment,
and establishes a prognosis.

The current modus operandi is for clinical expertsto
observe the image sequences and take decisions on the
basis of their empirical knowledge. Various techniques
and segmentation strategies now aim at objectivizing
this process by extracting quantitative and qualitative
information from the angiographies.

BACKGROUND

Segmentation is the process that divides an image in
its constituting parts or objects. Inthe present context, it
consists in separating the pixels that compose the coro-
nary tree from the remaining “background” pixels.

None of the currently applied segmentation methods
is able to completely and perfectly extract the vascula-
ture of the heart, because the images present complex
morphologies and their background is inhomogeneous
due to the presence of other anatomic elements and
artifacts such as catheters.

The literature presents awide array of coronary tree
extraction methods: some apply pattern recognition

techniques based on pure intensity, such as threshold-
ing followed by an analysis of connected components,
whereas others apply explicit vessel models to extract
the vessel contours.

Depending on the quality and noise of the image,
some segmentation methods may require image pre-
processing prior to the segmentation algorithm; others
may need postprocessing operations to eliminate the
effects of a possible oversegmentation.

The techniques and algorithms for vascular seg-
mentation could be categorized as follows (Kirbas,
Quek, 2004):

1. Techniques for “pattern-matching” or pattern
recognition

Techniques based on models

Techniques based on tracking

Techniques based on artificial intelligence

Main Focus

gk wb

This section describes the main features of the
most commonly accepted coronary tree segmentation
techniques. These techniques automatically detect
objects and their characteristics, which is an easy and
immediate task for humans, but an extremely complex
process for artificial computational systems.

Techniques Based on Pattern
Recognition

The pattern recognition approaches can be classified
into four major categories:
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Figure 1. Regions growth applied to an angiography

Multiscale Methods

The multiscale method extracts the vessel method by
means of images of varying resolutions. The main
advantage of this technique resides in its high speed.
Larger structures such as main arteries are extracted
by segmenting low resolution images, whereas smaller
structures are obtained through high resolution im-
ages.

Methods Based on Skeletons

The purpose of these methods is to obtain a skeleton
of the coronary tree: a structure of smaller dimen-
sions than the original that preserves the topological
properties and the general shape of the detected object.
Skeletons based on curves are generally used to recon-
struct vascular structures (Nystrom, Sanniti di Baja &
Svensson, 2001). Skeletonizing algorithms are also
called “thinning algorithms”.

The first step of the process is to detect the central
axis of the vessels or “centerline”. This axis is an
imaginary line that follows each vessel in its central
axis, i.e. two normal segments that cross the axis in
opposite sense should present the same distance from
the vessel’s edges. The total of these lines constitutes
the skeleton of the coronary tree. The methods that are
used to detect the central axes can be classified into
three categories:

Methods Based on Crests
One of the first methods to segment angiographic im-
ages on the basis of crests was proposed by Guo and

Richardson (Guo & Ritchardson, 1998). This method
treats angiographies as topographic maps in which
the detected crests constitute the central axes of the
vessels.

The image is preprocessed by means of a median
filter and smoothened with non-linear diffusion. The
regionofinterestisthen selected through thresholding,
aprocessthateliminates the crests thatdo not correspond
with the central axes. Finally, the candidate central axes
are joined with curve relaxation techniques.

Methods Based on Regions Growth

Taking a known point as seed point, these techniques
segment images through the incremental inclusion of
pixels inaregion on the basis of an a priori established
criterion. There are two especially important criteria:
similitude in the value, and spatial proximity (Jain,
Kasturi & Schunck, 1995). It is established that pixels
that are sufficiently near others with similar grey levels
belong to the same object. The main disadvantage of
this method is that it requires the intervention of the
user to determine the seed points.

O’Brien and Ezquerra (O’Brien & Ezquerra, 1994)
propose the automatic extraction of the coronary ves-
sels in angiograms on the basis of temporary, spatial,
and structural restrictions. The algorithm starts with
a low-pass filter and the user’s definition of a seed
point. The system then starts to extract the central axes
by means of the “globe test” mechanism, after which
the detected regions are entangled through the graph
theory. The applied test also allows us to discard the
regions that are detected incorrectly and do not belong
to the vascular tree.
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Methods Based on Differential Geometry

The methods that are based on differential geometry
treat images as hypersurfaces and extract their fea-
tures using curvature and surface crests. The points of
hypersurface’s crest correspond to the central axis of
the structure of a vessel. This method can be applied
to bidimensional as well as tridimensional images;
angiogramsare bidimensional images and are therefore
modelled as tridimensional hypersurfaces.

Examples of reconstructions can be found in Prinet
etal (Prinet, Mona & Rocchisani, 1995), who treat the
images as parametric surfaces and extract their features
by means of surfaces and crests.

Correspondence Filters Methods

The correspondence filter approach convolutes the
image with multiple correspondence filters so as to
extract the regions of interest. The filters are designed
to detect different sizes and orientations.

Poli and Valli (Poli, R & Valli, 1997) apply this
technique with an algorithm that details a series of
multiorientation linear filters that are obtained as linear
combinations of Gaussian “kernels”. These filters are
sensitive to different vessel widths and orientations.

Mao et al (Mao, Ruan, Bruno, Toumoulin, Col-
lorec & Haigron, 1992) also use this type of filters in
an algorithm based on visual perception models that
affirm that the relevant parts of the objects in images
with noise appear normally grouped.

Morphological Mathematical Methods

Mathematical morphology defines a series of operators
that apply structural elements to the images so that

Angiographic Images Segmentation Techniques

their morphological features can be preserved and ir-
relevantelements eliminated. The main morphological
operations are the following:

. Dilatation: Expands objects, fillsup empty spaces,
and connects disjunct regions.

. Erosion: Contracts objects, separates regions.

e Closure: Dilatation + Erosion.

. Opening: Erosion + Dilatation.

. "Top hat" transformation: Extracts the struc-
tures with a linear shape
. "Watershed” transformation: "Inundates” the

image that is taken as a topographic map , and
extracts the parts that are not "flooded".

Eiho and Qian (Eiho & Qian, 1997) use a purely
morphological approach to define an algorithm that
consists of the following steps:

1. Application ofthe “top hat” operator to emphasize
the vessels

2. Erosion to eliminate the areas that do not cor-
respond to vessels

3. Extraction of the tree from a point provided by
the user and on the basis of grey levels.

4.  Slimming down of the tree

5. Extraction of edges through “watershed” trans-
formation

MODEL-BASED TECHNIQUES

These approaches use explicit vessel models to extract
the vascular tree. They can be divided into four catego-

Figure 2. Morphological operators applied to an angiography
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ries: deformable models, parametric models, template
correspondence models, and generalized cylinders.

Deformable Models

Strategies based on deformable models can be classified
in terms of the work by Mclnerney and Terzopoulos
(Mclnerney & Terzopoulos, 1997).

Algorithms that use deformable models (Merle,
Finet, Lienard, & Magnin, 1997) are based on the
progressive refining of an initial skeleton built with
curves from a series of reference points:

. Root points: Starting points for the coronary
tree.

. Bifurcation points: Points where a main branch
divides into a secundary branch.

*  End points: Points where a tree branch ends.

These points have to be marked manually.

Deformable Parametric Models:
Active Contours

These models use a set of parametric curves that
adjust to the object’s edges and are modified by both
external forces, that foment deformation, and internal
forces that resist change. The active contour models
or “snakes” in particular are a special case of a more
general technique that pretends to adjust deformable
models by minimizing energy.

Klein et al. (Klein, Lee & Amini, 1997) propose
an algorithm that uses “snakes” for 4D reconstruction:
they trace the position of each point of the central axis
of a skeleton in a sequence of angiograms.

Deformable Geometric Models

These models are based on topographic modelsthatare
adapted for shape recognition. Malladi et al. (Malladi,
Sethian & Vemuri, 1995) for instance adapt the “Level
Set Method” (LSM) by representing an edge as a level
zerosetof ahypersurface of asuperior order; the model
evolves to reduce a metric defined by the restrictions of
edges and curvature, but less rigidly than in the case of
the “snakes”. This edge, which constitutes the zero level
of the hypersurface, evolves by adjusting to the edges
of the vessels, which is what we want to detect.

Propagation Methods

Quek and Kirbas (Quek & Kirbas, 2001) developed
a system of wave propagation combined with a back-
tracking mechanism to extract the vessels from an-
giographic images. This method basically labels each
pixel according to its likeliness to belong to a vessel
and then propagates a wave through the pixels that are
labeled as belonging to the vessel; it is this wave that
definitively extracts the vessels according to the local
features it encounters.

Approaches based on the correspondence of de-
formable templates:

This approach tries to recognize structural models
(templates) in an image by using a template as context,
i.e. asapriori model. This template is generally repre-
sented as a set of nodes connected by a segment. The
initial structure is deformed until it adjusts optimally
to the structures that were observed in the image.

Petrocellietal. (Petrocelli, Manbeck, & Elion, 1993)
describe a method based on deformable templates that
also incorporates additional previous knowledge into
the deformation process.

Parametric Models

These models are based on the a priori knowledge
of the artery’s shape and are used to build models
whose parameters depend on the profiles of the entire
vessel; as such, they consider the global information
of the artery instead of merely the local information.
The value of these parameters is established after a
learning process.

The literature shows the use of models with circu-
lar sections (Shmueli, Brody, & Macovski, 1983) and
spiral sections (Pappas, & Lim, 1984), because various
studies by Brown, B. G., (Bolson, Frimer, & Dodge,
1977) (Brown, Bolson, Frimer & Dodge, 1982) show
that sections of healthy arteries tend to be circular and
sections with stenosis are usually elliptical. However,
both circular and elliptical shapes fail to approach ir-
regular shapes caused by pathologies or bifurcations.

This model has been applied to the reconstruction
of vascular structures with two angiograms (Pellot,
Herment, Sigelle, Horain, Maitre & Peronneau, 1994),
whichiswhy both healthy and stenotic sections are mod-
eled by means of ellipses. This model is subsequently
deformed until it corresponds to the shape associated
to the birth of a new branch or pathology.
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Figure 3. “Snakes™ applied to a blood vessel. http://vislab.cs.vt.edu/review/extraction.html

Generalized Cylinder Models

A generalized cylinder (GC) is a solid whose central
axis isa 3D curve. Each point of that axis has a limited
and closed section that is perpendicular to it. A CG is
therefore defined in space by a spatial curve or axis
and a function that defines the section in that axis. The
section is usually an ellipse. Tecnically, GCs should
be included in the parametric methods section, but the
work that has been done in this field is so extense that
it deserves its own category.

The construction ofthe coronary tree model requires
one single view to build the 2D tree and estimate the
sections. However, there is no information on the depth
or the area of the sections, so a second projection will
be required.
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ARTERIAL TRACKING

Contrarytothe approaches based on pattern recognition,
where local operators are applied to the entire image,
techniques based on arterial follow-up are based on the
application of local operatorsinan areathat presumibly
belongs to a vessel and that cover its length. From a
given point of departure the operators detect the central
axis and, by analyzing the pixels that are orthogonal
to the tracking direction, the vessel’s edges. There are
various methods to determine the central axis and the
edges: some methods carry out a sequential track-
ing and incorporate connectivity information after a
simple edge detection operation, other methods use
this information to sequentially track the contours.
There are also approaches based on the intensity of
the crests, on fuzzy sets, or on the representation of
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Figure 4. Tracking applied to an angiography

graphs, where the purpose lies in finding the optimal
road in the graph that represents the image.

Lu and Eiho (Lu, Eiho, 1993) have described a
follow-up algorithm for the vascular edges in angiog-
raphies that considers the inclusion of branches and
consists of three steps:

1. Edge detection
2. Branch search
3. Tracking of sequential contours

The user must provide the point of departure, the
direction, and the search range. The edge points are
evaluated with a differential smoothening operator ina
line that is perpendicular to the direction of the vessel.
This operator also serves to detect the branches.

TECHNIQUES BASED ON ARTIFICIAL
INTELLIGENCE

Approaches based on Artificial Intelligence use high-
level knowledge to guide the segmentation and delinea-
tion of vascular structures and sometimes use different
types of knowledge from various sources.

One possibility (Smets, Verbeeck, Suetens, &
Oosterlinck, 1988) is to use rules that codify knowl-
edge on the morphology of blood vessels; these rules

are then used to formulate a hierarchy with which to
create the model. This type of system does not offer
any good results in arterial bifurcations or in arteries
with occlusions.

Another approach (Stansfield, 1986) consists in
formulating a rules-based Expert System to identify
the arteries. During the first phase, the image is pro-
cessed without making use of domain knowledge to
extract segments of the vessels. It is only in the second
phase that domain knowledge on cardiac anatomy and
physiology is applied.

The latter approach is more robust than the former;
but it presents the inconvencience of not combining all
the segments into one vascular structure.

FUTURE TRENDS

Itcannotbe said that one technique hasamore promising
future than another, but the current tendency is to move
away fromthe abovementioned classical segmentation
algorithms towards 3D and even 4D reconstructions
of the coronary tree.

Other lines of research focus on obtaining angio-
graphimages by means of new acquisition technologies
such as Magnetic Resonance, Computarized High
Speed Tomography, or two-armed angiograph de-
vices that achieve two simultaneous projections in
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combination with the use of ultrasound intravascular
devices. This type of acquisition simplifies the creation
of tridimensional structures, either directly from the
acquisition or after a simple processing of the bidi-
mensional images.
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KEY TERMS
Angiography: Image of blood vessels obtained by
any possible procedure.

Artery: Each of the vessels that take the blood from
the heart to the other bodyparts.

Computerized Tomography: Exploration of X-
rays that produces detailed images of axial cuts of the

body. A CT obtains many images by rotating around
the body. A computer combines all these images into a
final image that represents the bodycut like a slice.

Expert System: Computer or computer program
that can give responses that are similar to those of an
expert.

Segmentation: In computer vision, segmentation
refers to the process of partitioning a digital image into
multiple regions. The goal of segmentation is to sim-
plify and/or change the representation of an image into
something thatis more meaningful and easier toanalyze.
Image segmentation is typically used to locate objects
and boundaries (structures) in images, in this case, the
coronary tree in digital angiography frames.

Stenosis: A stenosis is an abnormal narrowing
in a blood vessel or other tubular organ or structure.
A coronary artery that’s constricted or narrowed is
called stenosed. Buildup of fat, cholesterol and other
substances over time may clog the artery. Many heart
attacks are caused by a complete blockage of a vessel
in the heart, called a coronary artery.

Thresholding: A technique for the processing of
digital images that consists in applying a certain prop-
erty or operation to those pixels whose intensity value
exceeds a defined threshold.
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INTRODUCTION

Artificial Intelligence (AI) mechanisms are more
and more frequently applied to all sorts of civil
engineering problems. New methods and algorithms
which allow civil engineers to use these techniques
in a different way on diverse problems are available
or being made available. One Al techniques stands
out over the rest: Artificial Neural Networks (ANN).
Their most remarkable traits are their ability to learn,
the possibility of generalization and their tolerance
towards mistakes. These characteristics make their
use viable and cost-efficient in any field in general,
and in Structural Engineering in particular. The most
extended construction material nowadays is concrete,
mainly because of its high resistance and its adaptability
to formwork during its fabrication process. Along this
chapter we will find different applications of ANNs to
structural concrete.

Artificial Neural Networks

Warren McCulloch and Walter Pitts are credited for the
origin of Artificial Networks in the 1940s, since they
were the first to design an artificial neuron (McCulloch
& Pitts, 1943). They proposed the binary mode (active
or inactive) neuron model with a fixed threshold which
must be surpassed for it to change state. Some of the
concepts they introduced still hold useful today.
Artificial Neural Networks intend to simulate
the properties found in biological neural systems
through mathematical models by the way of artificial
mechanisms. Aneuron is considered a formal element,
or module, or basic network unit which receives

information from other modules or the environment; it
then integrates and computes this information to emit
asingle output which will be identically transmitted to
subsequent multiple neurons (Wasserman, 1989).

The output of an artificial neuron is determined by
its propagation or excitation, activation and transfer
functions.

The propagation function is generally the
summation of each input multiplied by the weight of
its interconnection (net value):

ni:Z_O[Nii'pj] 1)
-

The activation function modifies the latter, relating
the neural input to the next activation state.

a,(t) = FAfa, (t-1),n,(t-1)] )

The transfer function is applied to the result of the
activation function. It is used to bound the neuron’s
output and is generally given by the interpretation
intended for the output. Some of the most commonly
usedtransfer functions are the sigmoid (to obtain values
in the [0,1] interval) and the hyperbolic tangent (to
obtain values in the [-1,1] interval).

out, = FT(a,(t)) 3)

Once each element in the process is defined, the type
of network (network topology) to use must be designed.
These can be divided in forward-feed networks, where

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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information moves in one direction only (from input
to output), and networks with partial or total feedback,
where information can flow in any direction.

Finally, learning rules and training type must be
defined. Learning rules are divided in supervised and
non-supervised (Brown & Harris, 1994) (Lin & Lee,
1996) and within the latter, self-organizing learning
and reinforcement learning (Hoskins & Himmelblau,
1992). The type of training will be determined by the
type of learning chosen.

An Introduction to Concrete (Material
and Structure)

Structural concrete is a construction material created
from the mixture of cement, water, aggregates and
additions or admixtures with diverse functions. The goal
is to create a material with rock-like appearance, with
sufficient compressive strength and the ability to adopt
adequate structural shapes. Concrete ismoldable during
its preparation phase, once the components have mixed
together go produce a fluid mass which conveniently
occupiesthe cavitiesinamould named formwork. After
a few hours, concrete hardens thanks to the chemical
hydration reaction experimented by cement, generating
a paste which envelops the aggregates and gives the
ensemble the appearance of an artificial rock somewhat
similar to a conglomerate.

Hardened concrete offers good compressive
strength, but very low tensile strength. This is why
structures created with this material must be reinforced
by use of steel rebars, configured by rods which are
placed (before pouring the concrete) along the lines
where calculation predicts the highest tensile stresses.
Cracking, which reduces the durability of the structure,
is thus hindered, and sufficient resistance is guaranteed
with a very low probability of failure. The entirety
formed by concrete and rebar is referred to as Structural
Concrete (Shah, 1993).

Two phases thus characterize the evolution of
concrete in time. In the first phase, concrete must be
fluid enough to ensure ease of placement, and a time
to initial set long enough to allow transportation from
plant to worksite. Flowability depends basically on
the type and quantity of the ingredients in the mixture.
Special chemical admixtures (such as plasticizers and
superplasticizers) guarantee flowability without grossly
increasing the amount of water, whose ratio relative to
the amount of cement (or water/cementratio, w/c) ison

reverse proportion to strength attained. The science of
rheology deals with the study of the behavior of fresh
concrete. A variety of tests can be used to determine
flowability of fresh concrete, the most popular amongst
them being the Abrams cone (Abrams, 1922) or slump
cone test (Domone, 1998).

The second phase (and longest over time) is the
hardened phase of concrete, which determines the
behavior of the structure it gives shape to, fromthe point
of view of serviceability (by imposing limitations on
cracking and compliance) and resistance to failure (by
imposing limitations on the minimal loads that can be
resisted, ascomparedto the internal forces produced by
external loading), always within the frame of sufficient
durability for the service life foreseen.

The study of structural concrete from every
point of view has been undertaken following many
different optics. The experimental path has been very
productive, generating along the past 50 years a database
(with a tendency to scatter) which has been used to
sanction studies carried along the second and third
path that follow. The analytical path also constitutes
a fundamental tool to approach concrete behavior,
both from the material and structural point of view.
Development of theoretical behavior models goes back
to the early 20th century, and theoretical equations
developed since have been corrected through testing
(as mentioned above) before becoming a part of codes
and specifications. This method of analysis has been
reinforced with the development of numerical methods
and computational systems, capable of solving a great
number of simultaneous equations. In particular, the
Finite Element Method (and other methods in the same
family) and optimization techniques have brought
a remarkable capacity to approximate behavior of
structural concrete, having their results benchmarked in
may applications by the aforementioned experimental
testing.

Three basic lines of study are thus available. Being
complementary between them, they have played
a decisive role in the production of national and
international codes and rules which guide or legislate
the project, execution and maintenance of structural
concrete works. Concrete isa complex material, which
presentsanumber of problems for analytical study, and
so is an adequate field for the development of analysis
techniques based on neural networks (Gonzalez,
Martinez and Carro, 2006)
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Application of Artificial Neural Networks to
problems in the field of structural concrete has unfolded
in the past few years in two ways. On one hand,
analytical and structural optimization systems faster
than traditional (usually iterative) methods have been
generated starting with expressions and calculation
rules. On the other, the numerous databases created
form the large amount of tests published in the scientific
community have allowed for the development of very
powerful ANN which have thrown light on various
complex phenomena. In a few cases, specific designed
codes have been improved through the use of these
techniques; some examples follow.

Application of Artificial Neural Networks
to Optimization Problems

Design of concrete structures is based on the
determination of two basic parameters: member
thickness (effective depth d, depth of a beam or slab
section measured from the compression face to the
centroid of reinforcement) and amount of reinforcement
(established as the total area A, of steel in a section,
materialized as rebars, or the reinforcement ratio,
the ratio between steel area and concrete area in the
section). Calculation methods are iterative, since a
large number of conditions must be verified in the
structure, and the aforementioned parameters are
fixed as a function of three basic conditions which are
sequentially followed: structural safety, maximum
ductility at failure and minimal cost. Design rules,
expressed through equations, allow for a first solution
which is corrected to meet all calculation scenarios,
finally converging when the difference between input
and output parameters are negligible.

In some cases it is possible to develop optimization
algorithms, whose analytical formulation opens the way
to the generation of a database. Hadi (Hadi, 2003) has
performed this work for simply supported reinforced
concrete beams, and the expressions obtained after
the optimization process determine the parameters
specified above, while simultaneously assigning the cost
associated to the optimal solution (related to the cost
of materials and formwork). With these expressions,
Hadi develops a database with the following variables:
applied flexural moment (M), compressive strength
of concrete (f ), steel strength (fy), section width (b),
section depth (h), and unit costs of concrete (C), steel
(C) and formwork (C).
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Network parameters used are as follows. The number
oftraining samples is 550; number of input layer neurons
is 8; number of hidden layer neurons is 10; number of
output layer neurons is 4; type of backpropagation is
Levenberg—Marquardt backpropagation; activation
function is sigmoidal function; learning rate; 0.01;
number of epochs is 3000; sum-square error achieved
is 0.08. The network had been tested with 50 samples
and yielded the average error of 6.1%.

Hadi studies various factors when choosing network
architecture and backpropagation algorithm type. When
two layers of hidden neurons are used, precision is not
improved while computation time is increased. The
number of samples depends on the complexity of the
problemand the number of inputand output parameters.
If a value is fixed for the input costs, there are no
noticeable precision improvements between training
the network with 200 or 1000 samples. When costs are
introduced as input parameters, 100 samples are not
enough to achieve convergence in training. Finally, the
training algorithm is also checked, studying the range
between pure backpropagation (too slow for training),
backpropagation with momentum and with adaptive
learning, backpropagation with Levenberg—Marquardt
updating rule and fast learning backpropagation. The
latter is finally retained since it requires less time to
get the network to converge while providing very good
results (Demuth, H. & Beale, M.,1995)

Application of Artificial Neural Networks
to Prediction of Concrete Physical
Parameters Measurable Through
Testing: Concrete Strength and
Consistency

Other neural network applications are supported by
large experimental databases, created through years of
research, which allow for the prediction of phenomena
with complex analytical formulation.

One of these cases is the determination of two basic
concrete parameters: its workability when mixed,
necessary for ease of placement in concrete, and its
compressive strength once hardened, which is basic
to the evaluation of the capacity of the structure.
The variables that necessarily determine these two
parameters are the components of concrete: amounts of
cement, water, fine aggregate (sand), coarse aggregate
(small gravel and large gravel), and other components
such as pozzolanic additions (which bring soundness
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and delayed strength increase, especially in the case of
fly ash and silica fume) and admixtures (which fluidify
the fresh mixture allowing the use of reduced amounts of
water). Therearestill noanalytical ornumerical models
that faithfully predict fresh concrete consistency (related
to flowability, and usually evaluated by the slump
of a molded concrete cone) or compressive strength
(determined by crushing of prismatic specimens in a
press).

Oztas et al. (Oztas, Pala, Ozbay, Kanca, Caglar &
Bati, 2006) have developed a neural network from 187
concrete mixes, forwhichall parametersare know, using
169 of them for training and 18, randomly selected, for
verification. Database variables are sometimes taken as
aratio betweenthem, since thereisavailable knowledge
about the dependency of slump and strength on such
parameters. The established range for the 7 parameter
set is shown in Table 1.

Network architecture, as determined by 7 input
neurons and two hidden layers of 5 and 3 neurons
respectively.

The back-propagation learning algorithm has been
used in feed-forward two hidden-layers. The learning
algorithmused inthe study is scaled conjugate gradients
algorithm (SCGA), activation function is sigmoidal
function,and number of epochsis 10,000. The prediction
capacity of the network is better in the “Compressive
Strength” output (maximum error of 6%) than in the

Table 1. Input parameter range

Input parameters Minimum Maximum
W/B (ratio, %)? 18 45
W (kg/m?3)° 140 165
s/a (ratio, %)° 35 52
FA (ratio, %)¢ 0 20
AE (kg/m?)e 0.036 0.078
SF (ratio, %) 5 25
SP (kg/m3)¢ 1.89 36.5

(a) [Water]/[binder] ratio, considering binder as the lump sum of

“Slump” output (errors up to 25%). This is due to the
fact that the relation between the chosen variables and
strength is much stronger than in the case of slump,
whichis influenced by othernon-contemplated variables
(e. g. type and power of concrete mixer, mixing order
of components, aggregate moisture) and the method
for measurement of consistency, whose adequacy for
the particular type of concrete used in the database is
questioned by some authors.

Application of Artificial Neural Networks
to the Development of Design Formulae
and Codes

The last application presented in this paper is the
response analysis to shear forces in concrete beams.
These forces generate transverse tensile stresses in
concrete beams which require placement of rebars
perpendicular to the beam axis, known as hoops or
ties. Analytical determination of failure load from the
variablesthatinterveneinthis problemisvery complex,
andingeneral most of the formulae used today are based
on experimental interpolations with no dimensional
consistency. Claderaand Mari (Cladera & Mari, 2004)
have studied the problem through laboratory testing,
developing a neural network for the strength analysis
of beams with no shear reinforcement. They rely on a
database compiled by Bentz (Bentz, 2000) and Kuchma
(Kuchma, 2002), where the variables are effective depth
(d), beam width (b, though introduced as d/b), shear
span (a/d, see Figure 1), longitudinal reinforcement
ratio (p, = A/bd) and compressive strength of concrete
(f). Of course, failure load is provided for each of
the 177 tests found in the database. They use 147
tests to train the network and 30 for verification, on
a one layer architecture with 10 hidden neurons and
a retropropagation learning mechanism. The ranges

Table 2 Input parameter ranges

cement, fly ash and silica fume Parameter Minimum Maximum
(b) Amount of water d(mm) 101.6 1090
(c) [Amount of sand]/[Total aggregate (sand+small gravel+large d/b 0.37 7.17
?(;?Y»e')] f bstituted by fly ash P, (4) 050 0.64
ercentage of cement substituted by tly as

(e) Amount of air-entraining agent f.(MPa) 4.7 101.8
(f) Percentage of cement substituted by silica fume a/d 2.48 7.86
(9) Amount of superplasticizer V@(kN) 19.52 332.14
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Table 3. Comparison between available codes and proposed equations for shear strength.

Procedure ACI 11-5 ACI 11-3 MC-90 EC-2 AASHTO Eq.(7) Eq.(8)
Average 1.16 1.29 1.15 1.02 1.28 1.15 1.13
Median 1.15 1.25 1.16 0.99 1.25 1.14 1.12

Standard g5 0.40 0.19 0.23 0.22 0.18 0.19

deviation

CoV (%) 26.89 31.21 16.57 22.03 16.80 15.73 16.42
Minimum 0.42 0.42 0.65 0.57 0.86 0.73 0.78
Maximum 2.14 2.47 1.78 1.78 2.14 1.69 1.85

for the variables are shown on Table 2. Almost 8000
iterations were required to attain best results.

The adjustment provided by training presents an
average ratio V,_/V__, 0f 0.99, and 1.02 in validation.
The authors have effectively created a laboratory
with a neural network, in which they “test” (within
parameter range) new beams by changing exclusively
one parameter each time. Finally, they come up with
two alternative design formulae thatimprove noticeably
any given formula developed up to that moment. Table
3 presentsacomparison between those two expressions
(named Eq. 7 and Eq. 8) and others found in a series
of international codes.

CONCLUSION

e The field of structural concrete shows great
potential for the application of neural networks.
Successful approaches to optimization, prediction
of complex physical parameters and design
formulae development have been presented.

e The network topology used in most cases for
structural concrete is forward-feed, multilayer with
backpropagation, typically with one or two hidden
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layers. The mostcommonly usedtrainingalgorithms
are descent gradient with momentum and adaptive
learning, and Levenberg-Marquardt.

e The biggest potential of ANNs is their capacity
to generate virtual testing laboratories which
substitute with precision expensive real laboratory
tests withinthe proper range of values. Amethodical
“testing” program throws light on the influence of
the different variables in complex phenomena at
reduced cost.

e The field of structural concrete counts upon
extensive databases, generated through the years,
that can be analyzed with this technique. An
effort should be made to compile and homogenize
these databases to extract the maximum possible
knowledge, which has great influence on structural
safety.
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KEY TERMS

Compression: Stress generated by pressing or
squeezing.

Consistency: The relative mobility or ability of
freshly mixed concrete or mortar to flow; the usual
measurement for concrete is slump, equal to the
subsidence measured to the nearest 1/4 in. (6 mm) of
a molded specimen immediately after removal of the
slump cone.

Ductility: That property of a material by virtue of
which it may undergo large permanent deformation
without rupture.

Formwork: Total system of support for freshly
placed concrete including the mold or sheathing that
contacts the concrete as well as supporting members,
hardware, and necessary bracing; sometimes called
shuttering in the UK.

Shear Span: Distance between a reaction and the
nearest load point.
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Structural Safety: Structural response stronger than
the internal forces produced by external loading.

Tension: Stress generated by stretching.
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INTRODUCTION

Among all of the Artificial Intelligence techniques,
Artificial Neural Networks (ANNs) have shown to be a
very powerful tool (McCulloch & Pitts, 1943) (Haykin,
1999). Thistechnique is very versatile and therefore has
been succesfully applied to many different disciplines
(classification, clustering, regression, modellization,
etc.) (Rabufial & Dorado, 2005).

However, one of the greatest problems when using
ANNSs is the great manual effort that has to be done in
their development. A big myth of ANNSs is that they
are easy to work with and their development is almost
automatically done. This development process can be
divided into two parts: architecture development and
training and validation. As the network architecture is
problem-dependant, the design process of thisarchitec-
ture used to be manually performed, meaning that the
expert had to test different architectures and train them
until finding the one that achieved best results after the
training process. The manual nature of the described
process determines its slow performance although the
training part is completely automated due to the exis-
tence of several algorithms that perform this part.

With the creation of Evolutionary Computation
(EC) tools, researchers have worked on the application
of these techniques to the development of algorithms
for automatically creating and training ANNs so the
whole process (or, at least, a great part of it) can be
automatically performed by computers and therefore
few human efforts has to be done in this process.

BACKGROUND

EC isasetof tools based on the imitation of the natural
behaviour of the living beings for solving optimization
problems. One of the most typical subset of tools inside
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EC Tools:

ECiscalled Evolutionary Algorithms (EAs), whichare
based on natural evolution and its implementation on
computers. All of these tools work with the same basis:
a population of solutions to that particular problem is
randomly created and an evolutionary process isapplied
toit. Fromthisinitial random population, theevolutionis
done by means of selection and combination of the best
individuals (although the worst ones also have a small
probability of being chosen) to create new solutions.
This process is carried out by selection, crossover, and
mutation operators. These operators are typically used
in biology in its evolution for adaptation and survival.
After several generations, itis hoped that the population
contains a good solution to the problem.

The first EA to appear was Genetic Algorithms
(GAs), in 1975 (Holland, 1975). With the working
explained above, GAs use a binary codification (i.c.,
each solution is codified into a string of bits). Later, in
the early 90s a new technique appeared, called Genetic
Programming (GP). This one is based ob the evolution
oftrees, i.e., each individual is codified as a tree instead
of abinary string. This allows its application to a wider
set of environments.

Although GAs and GP are the two most used tech-
niques in EAs, more tools can be classified as part
of this world, such as Evolutionary Programming or
Evolution Strategies, all of them with the same basis:
the evolution of a population following the natural
evolution rules.

DEVELOPMENT OF ANNS WITH EC
TOOLS

The development of ANNSs is a topic that has been
extensively dealt with very diverse techniques. The
world of evolutionary algorithms is not an exception,
and proof of that is the great amount of works that have

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.




been published about different techniques in this area
(Canti-Paz & Kamath, 2005). These techniques follow
the general strategy of an evolutionary algorithm: an
initial population consisting of different genotypes, each
one of them codifying different parameters (typically,
the weight of the connections and / or the architecture
of the network and / or the learning rules), and is ran-
domly created. This population is evaluated in order to
determine the fitness of each individual. Afterwards,
this population is repeatedly made to evolve by means
of different genetic operators (replication, crossover,
mutation, etc.) until a determined termination criteria
is fulfilled (for example, a sufficiently good individual
is obtained, or a predetermined maximum number of
generations is achieved).

Essentially, the ANN generation process by means
of evolutionary algorithms is divided into three main
groups: evolution of the weights, architectures, and
learning rules.

Evolution of Weights

Theevolution of the weights begins with a network with
apredeterminedtopology. Inthiscase, the problemisto
establish, by means of training, the values of the network
connection weights. This is generally conceived as a
problem of minimization of the network error, taken,
for example, as the result of the Mean Square Error of
the network between the desired outputs and the ones
achieved by the network. Most the training algorithms,
such as the backpropagation algorithm (BP) (Rumel-
hart, Hinton & Williams, 1986), are based on gradient
minimization. This has several drawbacks (Whitley,
Starkweather & Bogart, 1990), the most important is
that quite frequently the algorithm becomes stuck in
a local minimum of the error function and is unable
of finding the global minimum, especially if the error
function is multimodal and / or non-differentiable.
One way of overcoming these problems is to carry out
the training by means of an Evolutionary Algorithm
(Whitley, Starkweather & Bogart, 1990); i.e., formulate
the training process as the evolution of the weights in
an environment defined by the network architecture
and the task to be done (the problem to be solved).
In these cases, the weights can be represented in the
individuals’genetic material asastring of binary values
(Whitley, Starkweather & Bogart, 1990) or a string of
real numbers (Greenwood, 1997). Traditional genetic
algorithms (Holland, 1975) use a genotypic codification
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method with the shape of binary strings. In this way,
much work has emerged that codifies the values of the
weights by means of aconcatenation of the binary values
which representthem (Whitley, Starkweather & Bogart,
1990). The big advantage of these approximations is
their generality and that they are very simple to apply,
i.e., itis very easy and quick to apply the operators of
uniform crossover and mutation on a binary string.
The disadvantage of using this type of codification is
the problem of permutation. This problem was raised
upon considering that the order in which the weights
are taken in the string causes equivalent networks to
possibly correspond with totally different individuals.
This leads the crossing operator to become very inef-
ficient. Logically, the weight value codification has
also emerged in the form of real number concatenation,
each one of them associated with a determined weight
(Greenwood 1997). By means of genetic operators
designed to work with this type of codification, and
given that the existing ones for bit string cannot be
used here, several studies (Montana & Davis, 1989)
showed that this type of codification produces better
results and with more efficiency and scalability than
the BP algorithm.

Evolution of the Architectures

The evolution of the architectures includes the genera-
tion of the topological structure; i.e., the topology and
connectivity of the neurons, and the transfer function
of each neuron of the network. The architecture of a
network has a great importance in order to success-
fully apply the ANNS, as the architecture has a very
significant impact on the process capacity of the net-
work. In this way, on one hand, a network with few
connections and a lineal transfer function may not be
able to resolve a problem that another network hav-
ing other characteristics (distinct number of neurons,
connections or types of functions) would be able to
resolve. On the other hand, a network having a high
number of non-lineal connections and nodes could be
overfitted and learn the noise which is present in the
training as an inherent part of it, without being able to
discriminate between them, and in the end, not have a
good generalization capacity. Therefore, the design of
a network is crucial, and this task is classically carried
outby human experts using their own experience, based
on “trial and error”, experimenting with a different set
of architectures. The evolution of architectures has
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been possible thanks to the appearance of constructive
and destructive algorithms (Sietsma & Dow, 1991). In
general terms, a constructive algorithm begins with
a minimum network (with a small number of layers,
neurons and connections) and successively adds new
layers, nodes and connections, if they are necessary,
during the training. A destructive algorithm carries out
the opposite operation, i.e., it begins with a maximum
network and eliminates unnecessary nodes and con-
nections during the training. However, the methods
based on Hill Climbing algorithmsare quite susceptible
into falling to a local minimum (Angeline, Suders &
Pollack, 1994).

In order to develop ANN architectures by means
of an evolutionary algorithm, it is necessary to decide
how to codify a network inside the genotype so it can
be used by the genetic operators. For this, different
types of network codifications have emerged.

In the first codification method, direct codification,
there isaone-to-one correspondence betweenthe genes
and the phenotypic representation (Miller, Todd &
Hedge, 1989). The most typical codification method
consists of a matrix C=(c,) of NxN size which repre-
sents an architecture of N nodes, where c; indicates the
presence or absence of a connection between the i and
jnodes. Itis possible to use ;=1 to indicate a connec-
tion and ¢, =0 to indicate an absence of connection. In
fact, c, could take real values instead of Booleans to
represent the value of the connection weight between
neuron “i” and “j”, and in this way, architecture and
connections can be developed simultaneously (Alba,
Aldana & Troya, 1993). The restrictions which are
required in the architectures can easily be incorporated
into this representational scheme. For example, a feed-
forward network would have non-zero coefficients
only in the upper right hand triangle of the matrix.
These types of codification are generally very simple
and easy to implement. However, they have a lot of
disadvantages, such as scalability, the impossibility
of codifying repeated structures, or permutation (i.e.,
different networks which are functionally equivalent
can correspond with different genotypes) (Yao & Liu,
1998).

As a counterproposal to this type of direct codifi-
cation method, there are also the indirect codification
types in existence. With the objective of reducing the
length of the genotypes, only some of the characteristics
of the architecture are codified into the chromosome.
Within this type of codification, there are various types
of representation.

First, the parametric representations have to be
mentioned. The network can be represented by a set
of parameters such as the number of hidden layers,
the number of connections between two layers, etc.
There are several ways of codifying these parameters
inside the chromosome (Harp, Samad & Guha, 1989).
Although the parametric representations can reduce the
length of the chromosome, the evolutionary algorithm
makes a search in a limited space within the possible
searchable space that represents all the possible ar-
chitectures. Another type of non-direct codification is
based on a representational system with the shape of
grammatical rules (Yao & Shi, 1995). In this system,
the network is represented by a set of rules, with shape
of production rules, which will build a matrix that
represents the network.

Other types of codification, more inspired in the
world of biology, are the ones known as “growing
methods”. With them, the genotype does not codify
the network any longer, but instead it contains a set of
instructions. The decodification of the genotype con-
sists of the execution of these instructions, which will
provoke the construction of the phenotype (Husbands,
Harvey, Cliff & Miller, 1994). These instructions usu-
ally include neural migrations, neuronal duplication or
transformation, and neuronal differentiation.

Finally, and within the indirect codification meth-
ods, there are other methods which are very different
from the ones already described. Andersen describes
a technique in which each individual of a population
represents a hidden node instead of the architecture
(Andersen & Tsoi, 1993). Each hidden layer is con-
structed automatically by means of an evolutionary
process which uses a genetic algorithm. This method
has the limitation that only feed-forward networks can
be constructed and there is also a tendency for various
nodes with a similar functionality to emerge, which
inserts some redundancy inside the network that must
be eliminated.

One important characteristic is that, in general,
these methods only develop architectures, which is
the most common, or else architectures and weights
together. The transfer function of each architecture
node is assumed to have been previously determined
by a human expert, and that it is the same for all of
the network nodes (at least, for all of the nodes of the
same layer), although the transfer function has been
shown to have a great importance on the behaviour of
the network (Lovell & Tsoi, 1992). Few methods have
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been developed which cause the transfer function to
evolve, and, therefore, had little repercussion in the
world of ANNs with EC.

Evolution of the Learning Rule

Another interesting approximation to the development
of ANNs by means of EC is the evolution of the learning
rule. This idea emerges because a training algorithm
works differently when it is applied to networks with
different architectures. In fact, and given that a priori,
the expert usually has very few knowledge about a
network, itis preferable to develop anautomatic system
to adapt the learning rule to the architecture and the
problem to be resolved.

There are several approximations to the evolution
of the learning rule (Crosher, 1993) (Turney, Whitley
& Anderson, 1996), although most of them are based
only on how the learning can modify or guide the evo-
lution, and in the relation between the architecture and
the connection weights. Actually, there are few works
that focus on the evolution of the learning rule in itself
(Bengio & Bengio, Cloutier & Gecsei, 1992) (Ribert,
Stocker, Lecourtier & Ennaji, 1994).

One of the most common approaches is based on
setting the parameters of the BP algorithm: learning
rate and momentum. Some authors propose methods
in which an evolutionary process is used to find these
parameters while leaving the architecture constant
(Kim, Jung, Kim & Park, 1996). Other authors, on
the other hand, propose codifying these BP algorithm
parameters together with the network architecture inside
of the individuals of the population (Harp, Samad &
Guha, 1989).

FUTURE TRENDS

The evolution of ANNs has been a research topic
since some decades ago. The creation of new EC and,
in general, new Al techniques and the evolution and
improvement of the existing ones allow the develop-
ment of new methods of automatically developing of
ANNs. Although there are methods that (more or less)
automatically develop ANNSs, they are usually not very
efficient, since evolution of architectures, weights and
learning rules at once leads to having a very big search
space, so this feature definitely has to be improved.
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CONCLUSION

The world of EC has provided a set of tools that can
be applied to optimization problems. In this case, the
problem s to find an optimal architecture and/or weight
value set and/or learning rule. Therefore, the develop-
ment of ANNs was converted into an optimization
problem. As the described techniques show, the use of
EC technigues has made possible the development of
ANNSs without human intervention, or, at least, mini-
mising the participation of the expert in this task.

As has been explained, these techniques have
some problems. One of them is the already explained
permutation problem. Another problem is the loss of
efficiency: the more complicated the structure to evolve
is (weigths, learning rule, architecture), less efficient
the system will be, because the search space becomes
much bigger. If the system has to evolve several things
at a time (for example, architecture and weights so the
ANN development is completely automated), this loss
of efficiency increases. However, these systems still
work faster than the whole manual process of designing
and training several times an ANN.
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KEY TERMS

Artificial Neural Networks: Interconnected set
of many simple processing units, commonly called
neurons, that use amathematical model, that represents
an input/output relation,

Back-Propagation Algorithm: Supervised learn-
ing technique used by ANNSs, that iteratively modifies
the weights of the connections of the network so the
error given by the network after the comparison of the
outputs with the desired one decreases.

Evolutionary Computation: Set of Artificial In-
telligence techniques used in optimization problems,
which are inspired in biologic mechanisms such as
natural evolution.
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Genetic Programming: Machine learning tech-
nique that uses an evolutionary algorithm in order to
optimise the population of computer programs accord-
ing to afitness function which determines the capability
of a program for performing a given task.

Genotype: The representation of an individual on
an entire collection of genes which the crossover and
mutation operators are applied to.

Phenotype: Expression of the properties coded by
the individual’s genotype.

Population: Pool of individuals exhibiting equal or
similar genome structures, whichallows the application
of genetic operators.

Search Space: Set of all possible situations of the
problem that we want to solve could ever be in.
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INTRODUCTION

A major step for high-quality optical devices faults
diagnosis concerns scratches and digs defects detec-
tion and characterization in products. These kinds of
aesthetic flaws, shaped during different manufacturing
steps, could provoke harmful effects on optical devices’
functional specificities, as well as on their optical per-
formancesby generating undesirable scatter light, which
could seriously damage the expected optical features.
Areliable diagnosis of these defects becomes therefore
a crucial task to ensure products’ nominal specifica-
tion. Moreover, such diagnosis is strongly motivated
by manufacturing process correction requirements in
order to guarantee mass production quality with the
aim of maintaining acceptable production yield.

Unfortunately, detecting and measuring such defects
is still a challenging problem in production conditions
and the fewavailable automatic control solutions remain
ineffective. That’s why, in most of cases, the diagnosis
is performed on the basis of a human expert based
visual inspection of the whole production. However,
this conventionally used solution suffers from several
acute restrictions related to human operator’s intrinsic
limitations (reduced sensitivity for very small defects,
detection exhaustiveness alteration due to attentiveness
shrinkage, operator’s tiredness and weariness due to
repetitive nature of fault detection and fault diagnosis
tasks).

To construct an effective automatic diagnosis
system, we propose an approach based on four main

operations: defect detection, data extraction, dimen-
sionality reduction and neural classification. The first
operation is based on Nomarski microscopy issued
imaging. These issued images contain several items
which have to be detected and then classified in order
to discriminate between “false” defects (correctable
defects) and “abiding” (permanent) ones. Indeed,
because of industrial environment, a number of cor-
rectable defects (like dusts or cleaning marks) are
usually present beside the potential “abiding” defects.
Relevant features extraction is a key issue to ensure
accuracy of neural classification system; first because
raw data (images) cannot be exploited and, moreover,
because dealing with high dimensional data could affect
learning performances of neural network. This article
presents the automatic diagnosis system, describing the
operations of the different phases. An implementation
on real industrial optical devices is carried out and an
experiment investigates a MLP artificial neural network
based items classification.

BACKGROUND

Today, the only solution which exists to detect and
classify optical surfaces’ defects is a visual one, carried
out by a human expert. The first originality of this work
is in the sensor used: Normarski microscopy. Three
main advantages distinguishing Nomarski microscopy
(known also as “Differential Interference Contrast
microscopy” (Bouchareine, 1999) (Chatterjee, 2003))

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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from other microscopy techniques, have motivated our
preference for this imaging technique. The first of them
is related to the higher sensitivity of this technique
comparing tothe other classical microscopy techniques
(Dark Field, Bright Field) (Flewitt & Wild, 1994).
Furthermore, the DIC microscopy is robust regarding
lighting non-homogeneity. Finally, this technology
provides information relative to depth (3-th dimen-
sion) which could be exploited to typify roughness or
defect’s depth. This last advantage offers precious ad-
ditional potentiality to characterize scratches and digs
flaws in high-tech optical devices. Therefore, Nomarski
microscopy seems to be a suitable technique to detect
surface imperfections.

On the other hand, since they have shown many
attractive features in complex pattern recognition and
classification tasks (Zhang, 2000) (Egmont-Petersen,
de Ridder, & Handels, 2002), artificial neural network
based techniques are used to solve difficult problems.
In our particular case, the problem is related to the
classification of small defects on a great observation’s
surface. These promising techniques could however
encounter difficulties when dealing with high dimen-
sional data. That’s why we are also interested in data
dimensionality reducing methods.

DEFECTS’ DETECTION AND
CLASSIFICATION

The suggested diagnosis process is described in broad
outline in the diagram of Figure 1. Every step is pre-
sented, first detection and data extraction phases and
then classification phase coupled with dimensionality
reduction. Inasecond part, some investigations on real
industrial data are carried out and the obtained results
are presented.

Detection and Data Extraction

The aim of defect’s detection stage is to extract defects
images from DIC detector issued digital image. The

proposed method (Moiry, Houbre, Amarger, & Madani,
2005) includes four phases:

*  Pre-processing: DIC issued digital image trans-
formation in order to reduce lighting heterogene-
ity influence and to enhance the aimed defects’
visibility,

e Adaptive matching: adaptive process to match
defects,

*  Filtering and segmentation: noise removal and
defects’ outlines characterization.

»  Defectimage extraction: correct defect represen-
tation construction.

Finally, the image associated to a given detected
gives an isolated (from other items) representation
of the defect (e.g. depicts the defect in its immediate
environment), like depicted in Figure 2.

But, information contained in such generated
images is highly redundant and these images don’t
have necessarily the same dimension (typically this
dimension can turn out to be hundred times as high).
That is why this raw data (images) can not be directly
processed and has first to be appropriately encoded,
using some transformations. Such ones must naturally
be invariant with regard to geometric transformations
(translation, rotation and scaling) and robust regarding
different perturbations (noise, luminance variation and
background variation). Fourier-Mellin transformation
is used as it provides invariant descriptors, which are
considered to have good coding capacity in classifica-
tion tasks (Choksuriwong, Laurent, & Emile, 2005)
(Derrode, 1999) (Ghorbel, 1994). Finally, the processed
features have to be normalized, using the centring-re-
ducing transformation. Providing a set of 13 features
using such transform, is a first acceptable compromise
between industrial environment real-time processing
constraints and defect image representation quality
(Voiry, Madani, Amarger, & Houbre, 2006).

Figure 1. Block diagram of the proposed defect diagnosis system
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Figure 2. Images of characteristic items: (a) Scratch; (b) dig; (c) dust; (d) cleaning marks

@) (b)

Dimensionality Reduction

To obtain a correct description of defects, we must
consider more or lessimportantnumber of Fourier-Mel-
lin invariants. But dealing with high-dimensional data
poses problems, known as “curse of dimensionality”
(Verleysen, 2001). First, sample number required to
reach a predefined level of precision in approximation
tasks increases exponentially with dimension. Thus,
intuitively, the sample number needed to properly
learn problem becomes quickly much too large to be
collected by real systems, when dimension of data
increases. Moreover surprising phenomena appear
when working in high dimension (Demartines, 1994):
for example, variance of distances between vectors
remains fixed while its average increases with the space
dimension, and Gaussian kernel local properties are
also lost. These last points explain that behaviour of a
number of artificial neural network algorithms could
be affected while dealing with high-dimensional data.
Fortunately, most real-world problem data are located
in a manifold of dimension p (the data intrinsic dimen-
sion) much smaller than its raw dimension. Reducing
data dimensionality to this smaller value can therefore
decrease the problems related to high dimension.

In order to reduce the problem dimensionality, we
use Curvilinear Distance Analysis (CDA). This tech-
nique is related to Curvilinear Component Analysis
(CCA), whose goal is to reproduce the topology of a
n-dimension original space inanew p-dimension space
(where p<n) without fixing any configuration of the
topology (Demartines & Hérault, 1993). To do so, a
criterion characterizing the differences between original
and projected space topologies is processed:

(© (d)

Ecen = (07 ~d7) F(d))
i e (1)

Where d; (respectively d,) isthe Euclideandistance
between vectors x;and x; of considered distribution in
original space (resp. in projected space), and F is a
decreasing function which favours local topology with
respect to the global topology. This energy function is
minimized by stochastic gradient descent (Demartines
& Hérault, 1995):

n p

d" —d!
Vi AP =a (= UG O - d P - x]),
ij
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Where o : R* — [0;1] and L : R™ — R"are two de-
creasing functions representing respectively alearning
parameter and a neighbourhood factor. CCA provides
alsoasimilar method to project, in continuous way, new
points in the original space onto the projected space,
using the knowledge of already projected vectors.

But, since CCA encounters difficulties with unfold-
ing of very non-linear manifolds, an evolution called
CDA has been proposed (Lee, Lendasse, Donckers,
& Verleysen, 2000). It involves curvilinear distances
(in order to better approximate geodesic distances on
the considered manifold) instead of Euclidean ones.
Curvilinear distances are processed in two steps way.
First is built a graph between vectors by consider-
ing k-NN, &, or other neighbourhood, weighted by
Euclidean distance between adjacent nodes. Then the
curvilinear distance between two vectors is computed
as the minimal distance between these vectors in the
graph using Dijkstra’s algorithm. Finally the original
CCA algorithm is applied using processed curvilinear
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distances. This algorithm allows dealing with very
non-linear manifolds and is much more robust against
the choices of a and A functions.

It has been successfully used as a preliminary step
before maximum likelihood classification in (Lennon,
Mercier, Mouchot, & Hubert-Moy, 2001) and we have
also showed its positive impact on neural network
technique based classification performance (Voiry,
Madani, Amarger, & Bernier, 2007). In this last paper,
we have first demonstrated that a synthetic problem
(nevertheless defined from our real industrial data)
whose intrinsic dimensionality is two, is better treated
by MLP after 2D dimension reduction than in its raw
expression. We have also showed that CDA performs
better for this problem than CCA and Self Organizing
Map pre-processing.

Implementation on Industrial Optical
Devices

In order to validate the above-presented concepts and
to provide anindustrial prototype, an automatic control
system has been realized. It involves an Olympus B52
microscope combined with a Corvus stage, which al-
lows scanning an entire optical component (presented
in Figure 3). 50x magnification is used, that leads to
microscopic 1.77 mm x 1.33 mm fields and 1.28 um x
1.28 um sized pixels. The proposed image processing
method is applied on-line. A post-processing software
enables to collect pieces of a defect that are detected in
different microscopic fields (for example pieces of a
long scratch) to form only one defect, and to compute
an overall cartography of checked device (Figure 3).
These facilities were used to acquire a great number
of Nomarski images, from which were extracted de-
fects images using aforementioned technique. Two

experiments called Aand B were carried out, using two
different optical devices. Table 1 shows the different
parameters corresponding to these experiments. It’s
important to note that, in order to avoid false classes
learning, items images depicting microscopic field
boundaries or two (or more) different defects were
discarded from used database. Furthermore, studied
optical devices were not specially cleaned, what ac-
counts for the presence of some dusts and cleaning
marks. Items of these two databases were labelled by
an expert with two different labels: “dust” (class1) and
“other defects” (class -1). Table 1 shows also items
repartition between the two defined classes.

Using this experimental set-up, classification experi-
mentwas performed. Itinvolved amultilayer perceptron
with n input neurons, 35 neurons in one hidden layer,
and 2 output neurons (n-35-2) MLP. First this artificial
neural network was trained for discrimination task be-
tween classes 1 and -1, using database B. This training
phase used BFGS (Broyden, Fletcher, Goldfarb, and
Shanno) with Bayesian regularization algorithm, and
was achieved 5 times. Subsequently, the generaliza-
tion ability of obtained neural network was processed
using database A. Since database A and B issued from
different optical devices, such generalization results
are significant. Following this procedure, 14 different
experiments were conducted with the aim of studying
the global classification performance and the impact
of CDAdimensionality reduction on this performance.
First experiment used original Fourrier-Mellin issued
features (13-dimensional), the others used the same
features after CDA n-dimensional space reduction
(with n varying between 2 and 13). Figure 4 depicts
global classification performances (calculated by av-
eraging percentage of well-classified items for the 5
trainings) for the 14 different experiments, as well as

Figure 3. Automatic control system and cartography of a 100mm x 65mm optical device
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Table 1. Description of the two databases used for validation experiments

Optical Number O.f Corresponding Total items Class 1 items Class -1 items
Database . microscopic
Device area number number number
fields
A 1 1178 28 cm? 3865 275 3590
B 2 605 14 cm? 1910 184 1726

Figure 4. Classification performances for different CDA issued data dimensionality. Classification performances
using raw data (13-dimensional) are also depicted as dotted lines.

% of classifier correct answers

—e—Class -1 classification pe rformance
—8—Class 1 classification performance
—A—Global performance

Data Dimensionality

class 1 classification and class -1 classification perfor-
mances. [t shows first that equivalent performances can
be obtained using only 5-dimensional data instead of
unprocessed defects representations (13-dimensional).
As a consequence neural architecture complexity and
therefore processing time can be saved using CDA
dimensionality reduction, while keeping performance
level. Moreover, obtained scores are satisfactory: about
70% of “dust” defects are well-recognized (this can be
enough for aimed application) as well as about 97%
of other defects (the few 3% errors can however pose
problems because every “permanent” defect has to be
reported). Furthermore, we think that this significant
performances difference between class 1 and class -1
recognition is due to the fact that class 1 is underrep-
resented in learning database.

FUTURE TRENDS

Next phase of this work will deal with classification
tasks involving more classes. We want also use much
more Fourier-Mellin invariants, because we think
that it would improve classification performance by
supplying additional information. In this case, CDA
based dimensionality reduction technique would be a
foremost step to keep reasonable classification system’s
complexity and processing time.

CONCLUSION

A reliable diagnosis of aesthetic flaws in high-quality
optical devices is a crucial task to ensure products’
nominal specification and to enhance the production
quality by studying the impact of the process on such
defects. To ensure a reliable diagnosis, an automatic
system is needed to detect defects and secondly dis-
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criminate the “false” defects (correctable defects) from
“abiding” (permanent) ones. In this paper is described
a complete framework, which allows detecting all de-
fects present in a raw Nomarski image and extracting
pertinent features for classification of these defects.
Obtained proper performances for “dust” versus “other”
defects classification task with MLP neural network has
demonstrated the pertinence of proposed approach. In
addition, data dimensionality reduction permits to use
low complexity classifier (while keeping performance
level) and therefore to save processing time.
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KEY TERMS

Artificial Neural Networks: A network of many
simple processors (“units” or “neurons”) that imitates
a biological neural network. The units are connected
by unidirectional communication channels, which
carry numeric data. Neural networks can be trained
to find nonlinear relationships in data, and are used
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in applications such as robotics, speech recognition,
signal processing or medical diagnosis.

Backpropagation algorithm: Learning algorithm
of ANNs, based on minimising the error obtained from
the comparison between the outputs that the network
gives after the application of a set of network inputs
and the outputs it should give (the desired outputs).

Classification: Affectation of a phenomenon to a
predefined class or category by studying its character-
istic features. In our work it consists in determining the
nature of detected optical devices surface defects (for
example “dust” or “other type of defects”™).

Data Dimensionality Reduction: Datadimension-
ality reductionisthe transformation of high-dimensional
dataintoameaningful representation of reduced dimen-
sionality. The goal is to find the important relationships
between parameters and reproduce those relationships
in a lower dimensionality space. Ideally, the obtained
representation has adimensionality that corresponds to
the intrinsic dimensionality of the data. Dimensional-
ity reduction is important in many domains, since it
facilitates classification, visualization, and compression
of high-dimensional data. In our work it’s performed
using Curvilinear Distance Analysis.

Data Intrinsic Dimension: When data is described
by vectors (sets of characteristic values), data intrinsic
dimension is the effective number of degrees of free-
dom of the vectors’ set. Generally, this dimension is
smaller than the data raw dimension because it may
exist linear and/or non-linear relations between the
different components of the vectors.

Data Raw Dimension: When data is described
by vectors (sets of characteristic values), data raw
dimension is simply the number of components of
these vectors.

Detection: Identification of a phenomenon among
others from a number of characteristic features or
“symptoms”. In our work, it consists in identifying
surface irregularities on optical devices.

MLP (Multi Layer Perceptron): This widely
used artificial neural network employs the perceptron
as simple processor. The model of the perceptron,
proposed by Rosenblatt is as follows:

In this diagram, the X represent the inputs and
Y the output of the neuron. Each input is multiplied
by the weight w, a threshold b is subtracted from the
result and finally Y is processed by the application of
an activation function f. The weights of the connection
are adjusted during a learning phase using backpropa-
gation algorithm.
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INTRODUCTION

Governments and institutions are facing the new de-
mands of a rapidly changing society. Among many
significant trends, some facts should be considered
(Silverstein, 2006): (1) the increment of number and
type of students; and (2) the limitations imposed by
educational costs and course schedules. About the for-
mer, the need of a continuous update of knowledge and
competencesinanevolvingwork environment requires
life-long learning solutions. An increasing number of
young adults are returning to classrooms in order to
finish their graduate degrees or attend postgraduate
programs to achieve an specialization on a certain
domain. About the later, due to the emergence of new
types of students, budget constraints and schedule
conflicts appear. Workers and immigrants, for instance,
are relevant groups for which educational costs and
job incompatible schedules could be the key factor
to register into a course or to give up a program after
investing time and effort on it. In order to solve the
needs derived from this social context, new educational
approaches should be proposed: (1) to improve and
extend the online learning courses, whichwould reduce
student costs and allows to cover the educational needs
of a higher number of students, and (2) to automate
learning processes, then reducing teacher costs and
providing a more personalized educational experience
anytime, anywhere.

As a result of this context, in the last decade an
increasing interest on applying computer technologies
in the field of Education has been observed. On this
regard, the paradigms of the Artificial Intelligence
(Al) field are attracting an special attention to solve
the issues derived from the introduction of computers
assupporting resources of different learning strategies.
In this paper we review the state-of-art of the applica-
tion of Artificial Intelligence techniques in the field of
Education, focusing on (1) the most popular educa-

tional tools based on Al, and (2) the most relevant Al
techniques applied on the development of intelligent
educational systems.

EXAMPLES OF EDUCATIONAL TOOLS
BASED ON Al

The field of Artificial Intelligence can contribute with
interesting solutions to the needs of the educational
domain (Kennedy, 2002). In what follows, the type
of systems that can be built based on Al techniques
are outlined.

Intelligent Tutoring Systems

The Intelligent Tutoring Systems are applications
that provide personalized/adaptive learning without
the intervention of human teachers (VanLehn, 2006).
They are constituted by three main components: (1)
knowledge of the educational contents, (2) knowledge
of the student, and (3) knowledge of the learning pro-
cedures and methodologies. These systems promise to
radically transform our vision of online learning. As
opposedto the hypertext-based e-learning applications,
which provide the students with a certain number of
opportunities to search for the correct answer before
showing it, the intelligent tutoring systems perform
like coaches not only after the introduction of the re-
sponse, butalso offering suggestions when the students
doubt or are blocked during the process of solving the
problem. In this way, the assistance guide the learning
process rather than merely saying what is correct or
what is wrong.

There exist numerous examples of intelligent tutor-
ing systems, some of them developed at universities
as research projects while others created with business
goals. Among the first ones, the Andes systems (Van-
Lehn, Lynch, Schulze, Shapiro, Shelby, Taylor, Treacy,
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Weinstein & Wintersgill, 2005), developed under the
guidance of Kurt VanLehn of the University of Pittsburg,
is a popular example. The system is in charge of guid-
ing the students while they try to solve different sets of
problems and exercises. When the student ask for help
in the middle of an activity, the system either provides
hints in order to step further towards the solution or
points out what was wrong in some earlier step. Andes
was successfully evaluated during 5 years in the Naval
Academy of the United States and can be downloaded
for free. Another relevant system is Cognitive Tutor
(Koedinger, Anderson, Hadley & Mark, 1997), is a
comprehensive secondary mathematics curricula and
computer-based tutoring program developed by JohnR.
Anderson, professor at the Carnegie Mellon University.
The Cognitive Tutor is an example of how research
prototypes can be evolved into commercial solutions,
as it is nowadays used in 1,500 schools in the United
States. On the business side, Read-On! is presented as
a product that teaches reading comprehension skills
for adults. It analyzes and diagnoses the specific defi-
ciencies and problems of each student and then adapts
the learning process based on that features (Read On,
2007). It includes an authoring tool that allows course
designers to adapt course contents to different student
profiles in a fast and flexible way.

Automatic Evaluation Systems

Automatic Evaluation Systems are mainly focused on
evaluating the strengths and weaknesses of students in
different learning activities through assessment tests
(Conejo, Guzman, Millan, Trella, Perez-de-la-Cruz.
& Rios, 2004). In this way, these systems not only
perform the automatic correction of the test, but also
derive automatically useful information about the
competences and skills obtained by the students during
the educational process.

Among the automatic evaluation systems, we could
highlight ToL (TestOn Line) (Tartaglia & Tresso, 2002),
which have been used by Physics students in the Poly-
technic University of Milano. The system is composed
of a database of tests, an algorithm for question selec-
tion, and a mechanism for the automatic evaluation
of tests, which can be additionally configured by the
teachers. CELLA (Comprehensive English Language
Learning Assesment) (Cella, 2007) is another system
that evaluates the student competence on using and
understanding the English language. The application

shows the progress carried out by the students and
determines their proficiency and degree of competence
on the use of foreign languages. As for commercial
applications, Intellimetric is a Web-based system that
lets students to submit their work online (Intellimetric,
2007). In a few seconds, the Al-supported grading
engine automatically provides the score of the work.
The company claims a reliability of 99%, meaning that
99 percent of the time the engine”s scores match those
provided by human teachers.

Computer Supported Collaborative
Learning

The environments of computer supported collaborative
learning are aimed at facilitating the learning process
providing the students both the context and tools to
interactand work inacollaborative way with their class-
mates (Soller, Martinez, Jermann & Muehlenbrock,
2005). Inintelligent-based systems, the collaborationis
usually carried out with the help of software agents in
charge of mediating and supporting student interaction
to achieve the proposed learning objectives.

The research prototypes are the suitable test-beds
to prove new ideas and concepts, to provide the best
collaborative strategies. The DEGREE system, for
instance, allows the characterization of group behav-
iours as well as the individual behaviours of the people
constituting them, on the basis of a set of attributes
or tags. The mediator agent utilizes those attributes,
which are introduced by students, in order to provide
recommendations and suggestions to improve the in-
teraction inside each group (Barros & Verdejo, 2000).
In the business domain there exist multiple solutions
although they do not offer intelligent mediation to
facilitate the collaborative interactions. The DEBBIE
system (DePauw Electronic Blackboard for Interactive
Education) is one of the most popular (Berque, John-
son, Hutcheson, Jovanovic, Moore, Singer & Slattery,
2000). It was originally developed at the beginning of
year 2000 at the University of Depauw, and managed
later by the DyKnow company, which was specifically
created to make profit with DEBBIE (Schnitzler, 2004).
The technology that currently offers DyKnow allows
both teachers and students to instantaneously share
information and ideas. The final goal is to support
student tasks in the classroom by eliminating the need
of performing simple tasks, as for instance backing up
the teacher’s presentations. The students could therefore
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be more focused on understanding as well as analyzing
the concepts presented by the teacher.

Game-Based Learning

Learning based on serious games, a term coined to
distinguish between learning-oriented games used in
educationand purely entertaining-oriented games, deal
with the utilization of the motivational power and at-
tractiveness of gamesin the educational domainin order
to improve the satisfaction and performance of students
when acquiring new knowledge and skills. This type
of learning allows to carry out activities in complex
educational environments that would be impossible to
implement, because of budget, time, infrastructure and
security limitations, with traditional resources (Michael
& Chen, 2005; Corti, 2006).

NetAid’s is an institution that develop games to
teach concepts of global citizenship and to sensitize to
fight against poverty. One of its first games, released
in 2002, called NetAid World Class, consists on taking
the identity of a real child living in India and to resolve
the real problems that confront the poor children in this
region (Stokes, 2005). In 2003 the game was used by
40.000 students in different Schools across the United
States. In the business and entertainment arena, many
games exist that can be resorted to reach educational
goals. Among the most popular ones, Brain Training of
Nintendo (Brain Training, 2007) challenges the user to
improve her mental shape by doing memory, reasoning
and mathematical exercises. The final goal is to reach
an optimal cerebral age after some regular training.

Al TECHNIQUES IN EDUCATION

Theintelligenteducational systems reviewed above are
based on adiversity of artificial intelligence techniques
(Brusilovsky & Peylo, 2003). The most frequently
used in the field of education are: (1) personalization
mechanisms based on student and group models, (2)
intelligent agents and agent-based systems, and (3)
ontologies and semantic web techniques.

Personalization Mechanisms

The personalization techniques, which are the basis of
intelligent tutoring systems, involve the creation and
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use of student models. Broadly speaking, these models
imply the construction of a qualitative representation
of student behavior in terms of existing background
knowledge about a domain (McCalla, 1992). These
representations can be further used in intelligent tutor-
ing systems, intelligent learning environments, and
to develop autonomous intelligent agents that may
collaborate with human students during the learning
process. The introduction of machine learning tech-
niques facilitates to update and extend the first versions
of student models in order to adapt to the evolution
of each student as well as the possible changes and
modifications of contents and learning activities (Sison
& Shimura, 1998). The most popular student model-
ing techniques are (Beck, Stern, & Haugsjaa, 1996):
overlay models and bayesian network models. The first
method consists on considering the student model as a
subset of the knowledge of an expert in the domain on
which the learning is taking place. In fact, the degree
of learning is measured in terms of the comparison
between the knowledge acquired and represented in
the student model with the background initially stored
in the expert model. The second method deals with the
representation of the learning process as a network
of knowledge states. Once defined, the model should
infer, from the tutor-student interaction, the probability
of the student on being in a certain state.

Intelligent Agents and Agent-Based
Systems

Software agentsare considered software entities, suchas
software programs or robots, that present, with different
degree, three main attributes: autonomy, cooperation
and learning (Nwana, 1996). Autonomy refers to the
principle that an agent can operate on their own (act-
ing and deciding upon its own representation of the
world). Cooperation refers to the ability to interact
with other agents via some communication language.
Finally, learning is essential to react or interact with
the external environment. Teams of intelligent agents
build up MultiAgent Systems (MAS). In this type of
systems each agent has either incomplete information
or limited capabilities for solving the problem at hand.
Other important aspect concerns with the lack of cen-
tralized global control; therefore, data is distributed
all over the system and computation is asynchronous
(Sycara, 1998). Many important tasks can be carried
out by intelligent agents in the context of learning and
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educational systems (Jafari, 2002, Sanchez, Lama,
Amorim, Riera, Vila & Barro, 2003): the monitoring
of inputs, outputs, and the activity outcomes produced
by the students; the verification of deadlines during
homework and exercise submission; automatic answer-
ing of student questions; and the automatic grading of
tests and surveys.

Ontologies and Semantic Web
Techniques

Ontologies aim to capture and represent consensual
knowledge inageneric way, and that they may be reused
and shared across software applications (Gémez-Pérez,
Fernandez-L6pez & Corcho, 2004). An ontology is
composed of concepts or classes and their attributes,
the relationships between concepts, the properties of
these relationships, and the axioms and rules that ex-
plicitly represents the knowledge of a certain domain.
In the educational domain, several ontologies have
been proposed: (1) to describe the learning contents
of technical documents (Kabel, Wielinga, & de How,
1999), (2) to model the elements required for the
design, analysis, and evaluation of the interaction
between learners in computer supported cooperative
learning (Inaba, Tamura, Ohkubo, Ikeda, Mizoguchi
& Toyoda, 2001), (3) to specify the knowledge needed
to define new collaborative learning scenarios (Barros,
Verdejo, Read & Mizoguchi, 2002), (4) toformalize the
semantics of learning objects that are based on metadata
standards (Brase & Nejdl, 2004), and (5) to describe
the semantics of learning design languages (Amorim,
Lama, Sanchez, Riera & Vila, 2006).

FUTURE TRENDS

The next generation of adaptive environments will in-
tegrate pedagogical agents, enriched with data mining
and machine learning techniques, capable of providing
cognitive diagnosis of the learners that will help to
determine the state of the learning process and then
optimize the selection of personalized learning designs.
Moreover, improved models of learners, facilitators,
tasksand problem-solving processes, combined withthe
use of Ontologies and reasoning engines, will facilitate
the execution of learning activities on either online
platforms or traditional classroom settings.

Research in this field is very active and faces am-
bitious goals. In some decades it could be possible to
dream about sci-fi environments in which the students
would have brain interfaces to directly interact with an
intelligent assistant (Koch, 2006), which would play
the role of a tutor with a direct connection with learn-
ing areas of the brain.

CONCLUSION

In this paper we have reviewed the state-of-art of the
application of Artificial Intelligence techniques in the
field of Education. Al approaches seem promising to
improve the quality of the learning process and then
to satisfy the new requirements of a rapidly changing
society. Current Al-based systems such as intelligent
tutoring systems, computer supported collaborative
learning and educational games have already proved
the possibilities of applying Al techniques. Future
applications will both facilitate personalized learning
styles and help the tasks of teachers and students in
traditional classroom settings.
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KEY TERMS

Automatic Evaluation Systems: Applications
focused on evaluating the strengths and weaknesses
of students in different learning activities through as-
sessment tests.

Computer Supported Collaborative Learning
(CSCL): Aresearch topic on supporting collaborative
learning methodologies with the help of computers and
collaborative tools.

Game-Based Learning: Anewtype of learning that
combines educational content and computer games in
order to improve the satisfaction and performance of
students when acquiring new knowledge and skills.

Intelligent Tutoring Systems: Acomputer program
that provides personalized/adaptive instruction to stu-
dents without the intervention of human beings.

Ontologies: A set of concepts within a domain
that capture and represent consensual knowledge in a
generic way, and that they may be reused and shared
across software applications.

Software Agents: Software entities, such as
software programs or robots, characterized by their
autonomy, cooperation and learning