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N
What's on the CD-ROM?

The included CD-ROM contains documents and tools to assist in designing, testing and evalu-
ating various video subsystems.

B A fully searchable eBook version of the text in Adobe PDF format.

B Test images to enable the evaluation of a video subsystem. They are primarily
used to test color accuracy and filter design. The sharper the transitions are
without ringing, the better the filters. Since the images are computer-generated,
there may be flicker along horizontal edges when viewed on an interlaced dis-
play. Unless the video signal is RF modulated, these images should pass
through a system with no problems.

B Links to associations, licensing authorities and standards organizations. Before
starting any design, and several times during the design process, verify the lat-
est specifications are being used since they are continually updated. The list of
licensing authorities should be consulted before starting any chip or system
design, since several licenses are required prior to purchasing chips.

XxXiii






Chapter 1

Introduction

A few short years ago, the applications for
video were somewhat confined—analog was
used for broadcast and cable television, VCRs,
set-top boxes, televisions and camcorders.
Since then, there has been a tremendous and
rapid conversion to digital video, mostly based
on the MPEG-2 video compression standard.

Today, in addition to the legacy DYV,
MPEG-1 and MPEG-2 audio and video com-
pression standards, there are three new high-
performance video compression standards.
These new video codecs offer much higher
video compression for a given level of video
quality.

o MPEG-4. This video codec typically
offers a 1.5-2x improvement in com-
pression ratio over MPEG-2. Able to
address a wide variety of markets,
MPEG-4 never really achieved wide-
spread acceptance due to its complexity.
Also, many simply decided to wait for
the new H.264 video codec to become
available.

e H.264. Also known as MPEG-4 Part 10,

this video codec typically offers a 2—3x
improvement in compression ratio over
MPEG-2. Additional improvements in
compression ratios and quality are
expected as the encoders become better
and use more of the available tools that
H.264 offers. Learning a lesson from
MPEG-4, H.264 is optimized for imple-
menting on low-cost single-chip solu-
tions.

SMPTE VC-9 (Microsoft® Windows
Media® Video 9 or WMV9). A competi-
tor to H.264, this video codec also typi-
cally offers a 2-3x improvement in
compression ratios over MPEG-2.
Again, additional improvements in com-
pression ratios and quality are expected
as the encoders become better.
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Many more audio codecs are also available
as a result of the interest in 6.1- and 7.1-chan-
nel audio, multi-channel lossless compression,
lower bit rates for the same level of audio qual-
ity, and finally, higher bit rates for applications
needing the highest audio quality at a reason-
able bit rate.

In addition to decoding audio, real-time
high-quality audio encoding is needed for
recordable DVD and digital video recorder
(DVR) applications. Combining all these audio
requirements mandates that any single-chip
solution for the consumer market incorporate
a DSP for audio processing.

Equipment for the consumer has also
become more sophisticated, supporting a
much wider variety of content and interconnec-
tivity. Today we have:

® Networked DVD Players. In addition to
playing normal CDs and DVDs, these
advanced DVD players also support the
playback of MPEG-4, H.264, Microsoft®
Windows Media® 9 (WM9) and JPEG
(for photos) content. An Ethernet or
802.11 connection enables PC-based
content to be enjoyed easily on any tele-
vision. Web radio and viewing of on-line
movies may also be supported.

o Digital Media Adapters. These small,
low-cost boxes use an Ethernet or
802.11 connection to enable PC-based
content to be enjoyed easily on any tele-
vision. Playback of MPEG-2, MPEG-4,
H.264, WM9 and JPEG content is sup-
ported.

Digital Set-top Boxes. Cable, satellite and
terrestrial set-top boxes are now includ-
ing digital video recorder (DVR) capa-
bilities, allowing viewers to enjoy
content at their convenience. Many are
looking at H.264 and/or WMV9 to
enable system operators to offer more
channels of content and reduce the
chance of early obsolescence.

Advanced Digital Televisions (DTV). In
addition to the tuners and decoders
being incorporated inside the television,
some also include an advanced DVD

player, surround sound processor, wire-
less networking (802.11 or UWB), etc.

IP Video Set-top Boxes. Also known as
“IPTV” and “video over IP”, these low-
cost set-top boxes are gaining popularity
in regions that have high-speed DSL
and FTTH (fiber to the home) available.
Many are also moving to H.264 or
WMV9 to be able to offer HDTV con-
tent.

Portable Media Players. Using an inter-
nal hard disc drive (HDD), these play-
ers connect to the PC via USB or 802.11
network for downloading a wide variety
of content. Playback of MPEG-2, MPEG-
4, H.264, WM9 and JPEG content is sup-
ported.

Mobile Video Receivers. Being incorpo-
rated into cell phones, H.264 is used to
transmit a high-quality video signal.
Example applications are the DMB and
DVB-H standards.
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Of course, to make these advanced con-
sumer products requires more than just sup-
porting an audio and video codec. There is also
the need to support:

o Closed Captioning, Subtitles, Teletext,
and V-Chip. These standards were
updated to support digital broadcasts.

® Advanced Video Processing. Due to the
wide range of resolutions and aspect
ratios for both content and displays,
sophisticated high-quality scaling is usu-
ally required. Since the standard-defini-
tion (SD) and high-definition (HD)
standards use different colorimetry
standards, this should be corrected
when viewing SD content on a HDTV or
HD content on a SDTV.

o Sophisticated image composition. The
ability to render a sophisticated image
composed of a variety of video, OSD
(on-screen display), subtitle/caption-
ing/subpicture, text and graphics ele-
ments.

e ARIB and DVB over IP. The complexity
of supporting IP Video is increasing,
with deployments now incorporating
ARIB and DVB over IP.

o Digital Rights Management (DRM). The
protection of content from unauthorized
copying or viewing.

This fourth edition of Video Demystified
has been updated to reflect these changing
times. Implementing “real-world” solutions is
not easy, and many engineers have little knowl-
edge or experience in this area. This book is a
guide for those engineers charged with the
task of understanding and implementing video
features into next-generation designs.

This book can be used by engineers who
need or desire to learn about video, VLSI
design engineers working on new video prod-
ucts, or anyone who wants to evaluate or sim-
ply know more about video systems.

Contents

The book is organized as follows:

Chapter 2, an Introduction to Video, dis-
cusses the various video formats and signals,
where they are used, and the differences
between interlaced and progressive video.
Block diagrams of DVD players and digital set-
top boxes are provided.

Chapter 3 reviews the common Color
Spaces, how they are mathematically related,
and when a specific color space is used. Color
spaces reviewed include RGB, YUV, YIQ,
YCbCr, HSI, HSV and HLS. Considerations for
converting from a non-RGB to a RGB color
space and gamma correction are also dis-
cussed.

Chapter 4 is a Video Signals Overview that
reviews the video timing and the analog and
digital representations of various video for-
mats, including 480i, 480p, 576i, 576p, 720p,
10801, and 1080p.

Chapter 5 discusses the Analog Video
Interfaces, including the analog RGB, YPbPr, S-
Video and SCART interfaces for consumer and
pro-video applications.

Chapter 6 discusses the various Digital
Video Interfaces for semiconductors, pro-video
equipment and consumer equipment. It
reviews the BT.601 and BT.656 semiconductor
interfaces, the SDI, SDTI and HD-SDTI pro-
video interfaces, and the DVI, HDMI and IEEE
1394 consumer interfaces. Also reviewed are
the formats for digital audio, timecode, error
correction, and so on for transmission over
various digital interfaces.
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Chapter 7 covers several Digital Video Pro-
cessing requirements such as 4:4:4 to 4:2:2
YCbCr, YCbCr digital filter templates, scaling,
interlaced/noninterlaced conversion, frame
rate conversion, alpha mixing, flicker filtering
and chroma keying. Brightness, contrast, satu-
ration, hue, and sharpness controls are also
discussed.

Chapter 8 provides an NTSC, PAL and
SECAM Ovwerview. The various composite ana-
log video signal formats are reviewed, along
with video test signals. VBI data discussed
includes timecode, closed captioning and
extended data services (XDS), widescreen sig-
naling and teletext. In addition, PALplus, RF
modulation, BTSC and Zweiton analog stereo
audio and NICAM 728 digital stereo audio are
reviewed.

Chapter 9 covers digital techniques used
for the Encoding and Decoding of NTSC and
PAL color video signals. Also reviewed are var-
ious luma/chroma (Y/C) separation tech-
niques and their trade-offs.

Chapter 10 discusses the H.261 and H.263
video compression standards used for video
teleconferencing.

Chapter 11 discusses the Consumer DV
video compression standards used by digital
camcorders.

Chapter 12 reviews the MPEG-1 video
compression standard.

Chapter 13 discusses the MPEG-2 video
compression standard.

Chapter 14 discusses the MPEG-4 video
compression standard, including H.264.

Chapter 15 discuses the ATSC Digital Tele-
vision standard used in the United States.

Chapter 16 discuses the OpenCable™ Digi-
tal Television standard used in the United
States.

Chapter 17 discuses the DVB Digital Tele-
vision standard used in Europe and Asia.

Chapter 18 discuses the ISDB Digital Tele-
vision standard used in Japan.

Chapter 19 discusses IPTV. This technol-
ogy sends compressed video over broadband
networks such as Internet, DSL, FTTH (Fiber
To The Home), etc.

Finally, chapter 20 is a glossary of over 400
video terms which has been included for refer-
ence. If you encounter an unfamiliar term, it
likely will be defined in the glossary.

Organization Addresses

Many standards organizations, some of
which are listed below, are involved in specify-
ing video standards.

Advanced Television Systems
Committee (ATSC)
1750 K Street NW, Suite 1200
Washington, DC 20006
Tel: (202) 872-9160
Fax: (202) 872-9161
www.atsc.org

Cable Television Laboratories
858 Coal Creek Circle
Louisville, CO 80027
Tel: (303) 661-9100
Fax: (303) 661-9199
www.cablelabs.com

Digital Video Broadcasting (DVB)
17a Ancienne Route
CH-1218 Grand Sacconnex, Geneva
Switzerland
Tel: +41 (0)22 717 27 14
Fax: +41 (0)22 717 27 27
www.dvb.org


http://www.atsc.org
http://www.dvb.org
http://www.cablelabs.com
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European Broadcasting Union (EBU)
17A, Ancienne Route
CH-1218 Grand-Saconnex
Switzerland
Tel: +41 (0)22 717 2111
Fax: +41 (0)22 747 4000
www.ebu.ch

Electronic Industries Alliance (EIA)
2500 Wilson Boulevard
Arlington, Virginia 22201
Tel: (703) 907-7500
Fax: (703) 907-7501
www.eia.org

European Telecommunications
Standards Institute (ETSI)
650, route des Lucioles
06921 Sophia Antipolis Cedex
France
Tel: +33 (0)4 92 94 42 00
Fax: +33 (0)4 93 6547 16
www.etsi.org

International Electrotechnical
Commission (IEC)
3, rue de Varembé
PO. Box 131
CH-1211 GENEVA 20
Switzerland
Tel: +41 (0)22 919 02 11
Fax: +41 (0)22 919 03 00
www.iec.ch

Institute of Electrical and Electronics
Engineers (IEEE)
1828 L Street, N.W., Suite 1202
Washington, D.C. 20036
Tel: (202) 785-0017
Fax: (202) 785-0835
wWww.ieee.org

International Telecommunication Union
(ITU)

Place des Nations

CH-1211 Geneva 20

Switzerland

Tel: +41 (0)22 730 5111

Fax: +41 (0)22 733 7256

www.itu.int

Society of Cable Telecommunications
Engineers (SCTE)

140 Philips Road

Exton, PA 19341

Tel: (610) 363-6838

Fax: (610) 363-5898

www.scte.org

Society of Motion Picture and Television
Engineers (SMPTE)

595 West Hartsdale Avenue

White Plains, NY 10607

Tel: (914) 761-1100

Fax: (914) 761-3115

www.smpte.org

Video Electronics Standards Association
(VESA)

920 Hillview Ct., Suite 140

Milpitas, CA 95035

Tel: (408) 957-9270

WWW.vesa.org

Video Demystified Web Site

At the Video Demystified web site, you’ll
find links to video-related newsgroups, stan-
dards, standards organizations and associa-
tions.

www.video-demystified.com


http://www.video-demystified.com
http://www.eia.org
http://www.vesa.org
http://www.ieee.org
http://www.iec.ch
http://www.itu.int
http://www.scte.org
http://www.smpte.org
http://www.etsi.org
http://www.ebu.ch

Introduction
to Video

Although there are many variations and
implementation techniques, video signals are
just a way of transferring visual information
from one point to another. The information
may be from a VCR, DVD player, a channel on
the local broadcast, cable television, or satellite
system, the internet or one of many other
sources.

Invariably, the video information must be
transferred from one device to another. It
could be from a satellite set-top box or DVD
player to a television. Or it could be from one
chip to another inside the satellite set-top box
or television. Although it seems simple, there
are many different requirements, and there-
fore many different ways of doing it.

Analog vs. Digital

Until a few years ago, most video equip-
ment was designed primarily for analog video.
Digital video was confined to professional
applications, such as video editing.

The average consumer now uses digital
video every day thanks to continuing falling
costs. This trend has led to the development of
DVD players and recorders, digital set-top
boxes, digital television (DTV), portable video
players and the ability to use the Internet for
transferring video data.

Video Data

Initially, video contained only gray-scale
(also called black-and-white) information.

While color broadcasts were being devel-
oped, attempts were made to transmit color
video using analog RGB (red, green, blue)
data. However, this technique occupied 3x
more bandwidth than the current gray-scale
solution, so alternate methods were developed
that led to using Y, R-Y and G-Y data to repre-
sent color information. A technique was then
developed to transmit this Y, R-Y and G-Y
information using one signal, instead of three
separate signals, and in the same bandwidth as
the original gray-scale video signal. This com-
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posite video signal is what the NTSC, PAL, and
SECAM video standards are still based on
today. This technique is discussed in more
detail in Chapters 8 and 9.

Today, even though there are many ways
of representing video, they are still all related
mathematically to RGB. These variations are
discussed in more detail in Chapter 3.

S-Video was developed for connecting con-
sumer equipment together (it is not used for
broadcast purposes). It is a set of two analog
signals, one gray-scale (Y) and one that carries
the analog R-Y and B-Y color information in a
specific format (also called C or chroma).
Once available only for S-VHS, it is now sup-
ported on most consumer video products. This
is discussed in more detail in Chapter 9.

Although always used by the professional
video market, analog RGB video data has made
a temporary come-back for connecting high-
end consumer equipment together. Like S
Video, it is not used for broadcast purposes.

A variation of the Y, R-Y and G-Y video
signals, called YPbPr, is now commonly used
for connecting consumer video products
together. Its primary advantage is the ability to
transfer high-definition video between con-
sumer products. Some manufacturers incor-
rectly label the YPbPr connectors YUV, YCbCr,
or Y(B-Y) (RY).

Chapter 5 discusses the various analog
interconnect schemes in detail.

Digital Video

The most common digital signals used are
RGB and YCbCr. RGB is simply the digitized
version of the analog RGB video signals.
YCbCr is basically the digitized version of the
analog YPbPr video signals, and is the format
used by DVD and digital television.

Chapter 6 further discusses the various
digital interconnect schemes.

Best Connection Method

There is always the question of “what is
the best connection method for equipment?”.
For DVD players and digital cable/satellite/
terrestrial set-top boxes, the typical order of
decreasing video quality is:

1. HDMI (digital YCbCr)
2. DVI (digital RGB)

3. Analog YPbPr

4. Analog RGB

5. Analog S-Video

6. Analog Composite

Some will disagree about the order. How-
ever, most consumer products do digital video
processing in the YCbCr color space. There-
fore, using YCbCr as the interconnect for
equipment reduces the number of color space
conversions required. Color space conversion
of digital signals is still preferable to D/A (digi-
tal-to-analog) conversion followed by A/D
(analog-to-digital) conversion, hence the posi-
tioning of DVI above analog YPbPr.

The computer industry has standardized
on analog and digital RGB for connecting to
the computer monitor.

Video Timing

Although it looks like video is continuous
motion, it is actually a series of still images,
changing fast enough that it looks like continu-
ous motion, as shown in Figure 2.1. This typi-
cally occurs 50 or 60 times per second for
consumer video, and 70-90 times per second
for computer displays. Special timing informa-
tion, called wvertical sync, is used to indicate
when a new image is starting.
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IMAGE 3
IMAGE 2

IMAGE 1

Figure 2.1. Video Is Composed of a Series of Still Images. Each image is composed of individual

lines of data.

Each still image is also composed of scan
lines, lines of data that occur sequentially one
after another down the display, as shown in
Figure 2.1. Additional timing information,
called horizontal sync, is used to indicate when
a new scan line is starting.

The vertical and horizontal sync informa-
tion is usually transferred in one of three ways:

1. Separate horizontal and vertical sync signals
2. Separate composite sync signal

3. Composite sync signal embedded within the
video signal

The composite sync signal is a combina-
tion of both vertical and horizontal sync.

Computer and consumer equipment that
uses analog RGB video usually uses technique
1 or 2. Consumer equipment that supports
composite video or analog YPbPr video usually
uses technique 3.

For digital video, either technique 1 is
commonly used or timing code words are
embedded within the digital video stream. This
is discussed in Chapter 6.

Interlaced vs. Progressive

Since video is a series of still images, it
makes sense to simply display each full image
consecutively, one after the another.

This is the basic technique of progressive,
or non-interlaced, displays. For progressive
displays that “paint” an image on the screen,
such as a CRT, each image is displayed start-
ing at the top left corner of the display, moving
to the right edge of the display. Then scanning
then moves down one line, and repeats scan-
ning left-to-right. This process is repeated until
the entire screen is refreshed, as seen in Fig-
ure 2.2.
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In the early days of television, a technique
called “interlacing” was used to reduce the
amount of information sent for each image. By
transferring the odd-numbered lines, followed
by the even-numbered lines (as shown in Fig-
ure 2.3), the amount of information sent for
each image was halved.

Given this advantage of interlacing, why
bother to use progressive?

With interlace, each scan line is refreshed
half as often as it would be if it were a progres-
sive display. Therefore, to avoid line flicker on
sharp edges due to a too-low refresh rate, the
line-to-line changes are limited, essentially by
vertically lowpass filtering the image. A pro-
gressive display has no limit on the line-to-line
changes, so is capable of providing a higher-
resolution image (vertically) without flicker.

Today, most broadcasts (including HDTV)
are still transmitted as interlaced. Most CRT-
based displays are still interlaced while LCD,
plasma and computer displays are progressive.

Video Resolution

Video resolution is one of those “fuzzy”
things in life. It is common to see video resolu-
tions of 720 x 480 or 1920 x 1080. However,
those are just the number of horizontal sam-
ples and vertical scan lines, and do not neces-
sarily convey the amount of useful information.

For example, an analog video signal can be
sampled at 13.5 MHz to generate 720 samples
per line. Sampling the same signal at 27 MHz
would generate 1440 samples per line. How-
ever, only the number of samples per line has
changed, not the resolution of the content.

Therefore, video is usually measured
using “lines of resolution”. In essence, how
many distinct black and white vertical lines can
be seen across the display? This number is
then normalized to a 1:1 display aspect ratio
(dividing the number by 3/4 for a 4:3 display,
or by 9/16 for a 16:9 display). Of course, this
results in a lower value for widescreen (16:9)
displays, which goes against intuition.

Standard Definition

Standard definition video is usually defined
as having 480 or 576 interlaced active scan
lines, and is commonly called “480i” and “576i”
respectively.

For a fixed-pixel (non-CRT) consumer dis-
play with a 4:3 aspect ratio, this translates into
an active resolution of 720 x 480i or 720 x 576i.
For a 16:9 aspect ratio, this translates into an
active resolution of 960 x 4801 or 960 x 576i.

Enhanced Definition

Enhanced definition video is usually
defined as having 480 or 576 progressive active
scan lines, and is commonly called “480p” and
“576p” respectively.

For a fixed-pixel (non-CRT) consumer dis-
play with a 4:3 aspect ratio, this translates into
an active resolution of 720 x 480p or 720 x
576p. For a 16:9 aspect ratio, this translates
into an active resolution of 960 x 480p or 960 x
576p.

The difference between standard and
enhanced definition is that standard definition
is interlaced, while enhanced definition is pro-
gressive.
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Figure 2.2. Progressive Displays “Paint” the Lines of An Image Consecutively, One After Another.

Figure 2.3. Interlaced Displays “Paint” First One-Half of the Image (0dd Lines), Then the Other

Half (Even Lines).
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High Definition

High definition video is usually defined as
having 720 progressive (720p) or 1080 inter-
laced (1080i) active scan lines. For a fixed-pixel
(non-CRT) consumer display with a 16:9
aspect ratio, this translates into an active reso-
lution of 1280 x 720p or 1920 x 1080i, respec-
tively.

However, HDTV displays are technically
defined as being capable of displaying a mini-
mum of 720p or 1080i active scan lines. They
also must be capable of displaying 16:9 content
using a minimum of 540 progressive (540p) or
810 interlaced (810i) active scan lines. This
enables the manufacturing of CRT-based
HDTVs with a 4:3 aspect ratio and LCD/
plasma 16:9 aspect ratio displays with resolu-
tions of 1024 x 1024p, 1280 x 768p, 1024 x 768p,
and so on, lowering costs.

Audio and Video
Compression

The recent advances in consumer electron-
ics, such as digital television, DVD players and
recorders, digital video recorders, and so on,
were made possible due to audio and video
compression based largely on MPEG-2 video
with Dolby® Digital, DTS®, MPEG-1 or MPEG-
2 audio.

New audio and video codecs, such as
MPEG-4 HE-AAC, H.264 and SMPTE VC-9,
offer better compression than previous codecs
for the same quality. These advances are
enabling new ways of distributing content
(both to consumers and within the home), new
consumer products (such as portable video
players and mobile video/cell phones) and
more cable/satellite channels.

Application Block Diagrams

Looking at a few simplified block diagrams
helps envision how video flows through its var-
ious operations.

DVD Players

Figure 2.4 is a simplified block diagram for
a basic DVD-Video player, showing the com-
mon blocks. Today, all of this is on a single low-
cost chip.

In addition to playing DVDs (which are
based on MPEG-2 video compression), DVD
players are now expected to handle MP3 and
WMA audio, MPEG-4 video (for DivX Video),
JPEG images, and so on. Special playback
modes such as slow/fast forward/reverse at
various speeds are also expected. Support for
DVD-Audio and SACD is also increasing.

A recent enhancement to DVD players is
the ability to connect to a home network for
playing content (music, video, pictures, etc.)
residing on the PC. These “networked DVD
players” may also include the ability to play
movies from the Internet and download con-
tent onto an internal hard disc drive (HDD) for
later viewing. Support for playing audio, video
and pictures from a variety of flash-memory
cards is also growing.

In an attempt to “look different” to quickly
grab buyers attention, some DVD player manu-
facturers “tweak” the video frequency
response. Since this “feature” is usually irritat-
ing over the long term, it should be defeated or
properly adjusted. For the “film look” many
video enthusiasts strive for, the frequency
response should be as flat as possible.

Another issue is the output levels of the
analog video signals. Although it is easy to gen-
erate very accurate video levels, they vary con-
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Figure 2.4. Simplified Block Diagram of a Basic DVD Player.

siderably. Reviews are now pointing out this
issue since switching between sources may
mean changing brightness or black levels,
defeating any television calibration or personal
adjustments that may have been done by the
user.

Digital Media Adapters

Digital media adapters connect to a home
network for playing content (music, video, pic-
tures, and so on) residing on the PC. These
small, low-cost boxes enable PC-based content
to be enjoyed on any or all televisions in the
home. Many support optional wireless net-
working, simplifying installation. Except for
DVD playback, they have capabilities similar to
networked DVD players.

Figure 2.5 is a simplified block diagram for
a basic digital media adapter, showing the com-
mon blocks. Today, all of this is on a single low-
cost chip.

Digital Television Set-top Boxes

The digital television standards fall into six
major categories:

ATSC (Advanced Television Systems Committee)
DVB (Digital Video Broadcast)

ARIB (Association of Radio Industries and Busi-
nesses)

Open digital cable standards, such as OpenCable
Proprietary digital cable standards
Proprietary digital satellite standards

Currently based on MPEG-2 video com-
pression, with Dolby® Digital or MPEG audio
compression, work is progressing on support-
ing the new advanced audio and video codecs,
such as HE-AAC, H.264 and VC-9.
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Figure 2.5. Simplified Block Diagram of a Digital Media Adapter.

Figure 2.6 is a simplified block diagram for

a digital television set-top box, showing the
common audio and video processing blocks. It
is used to receive digital television broadcasts,
from either terrestrial (over-the-air), cable, or
satellite. A digital television may include this

circuitry inside the television.

feature.

DIGITAL AUDIO
INTERFACE

NTSC/PAL, S-VIDEO
RGB/YPBPR
HDMI

AUDIO L
AUDIO R

5.1 DIGITAL AUDIO

Many set-top boxes now include two tun-
ers and digital video recorder (DVR) capability.
This enables recording one program onto an
internal HDD while watching another. Two
tuners are also common in digital television
receivers to support a picture-in-picture (PIP)
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Color Spaces

A color space is a mathematical represen-
tation of a set of colors. The three most popular
color models are RGB (used in computer
graphics); YIQ, YUV, or YCbCr (used in video
systems); and CMYK (used in color printing).
However, none of these color spaces are
directly related to the intuitive notions of hue,
saturation, and brightness. This resulted in the
temporary pursuit of other models, such as
HSI and HSV, to simplify programming, pro-
cessing, and end-user manipulation.

All of the color spaces can be derived from
the RGB information supplied by devices such
as cameras and scanners.

BLUE

RGB Color Space

The red, green, and blue (RGB) color
space is widely used throughout computer
graphics. Red, green, and blue are three pri-
mary additive colors (individual components
are added together to form a desired color)
and are represented by a three-dimensional,
Cartesian coordinate system (Figure 3.1). The
indicated diagonal of the cube, with equal
amounts of each primary component, repre-
sents various gray levels. Table 3.1 contains
the RGB values for 100% amplitude, 100% satu-
rated color bars, a common video test signal.

CYAN

MAGENTA

BLACK

WHITE

GREEN

RED

YELLOW

Figure 3.1. The RGB Color Cube.
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_— o]

Se £ S o S g o @
R 0 to 255 255 255 0 0 255 255 0 0
G 0 to 255 255 255 255 255 0 0 0 0
B 0 to 255 255 0 255 0 255 0 255 0

Table 3.1. 100% RGB Color Bars.

The RGB color space is the most prevalent
choice for computer graphics because color
displays use red, green and blue to create the
desired color. Therefore, the choice of the
RGB color space simplifies the architecture
and design of the system. Also, a system that is
designed using the RGB color space can take
advantage of a large number of existing soft-
ware routines, since this color space has been
around for a number of years.

However, RGB is not very efficient when
dealing with “real-world” images. All three
RGB components need to be of equal band-
width to generate any color within the RGB
color cube. The result of this is a frame buffer
that has the same pixel depth and display reso-
lution for each RGB component. Also, process-
ing an image in the RGB color space is usually
not the most efficient method. For example, to
modify the intensity or color of a given pixel,
the three RGB values must be read from the
frame buffer, the intensity or color calculated,
the desired modifications performed, and the
new RGB values calculated and written back to
the frame buffer. If the system had access to an
image stored directly in the intensity and color
format, some processing steps would be faster.

For these and other reasons, many video
standards use luma and two color difference
signals. The most common are the YUV, YIQ,

and YCbCr color spaces. Although all are
related, there are some differences.

YUV Color Space

The YUV color space is used by the PAL
(Phase Alternation Line), NTSC (National
Television System Committee), and SECAM
(Sequentiel Couleur Avec Mémoire or Sequen-
tial Color with Memory) composite color video
standards. The black-and-white system used
only luma (Y) information; color information
(U and V) was added in such a way that a
black-and-white receiver would still display a
normal black-and-white picture. Color receiv-
ers decoded the additional color information to
display a color picture.

The basic equations to convert between
gamma-corrected RGB (notated as R'G'B’ and
discussed later in this chapter) and YUV are:

Y =0.299R" + 0.587G" + 0.114B’

U=-0.147R" - 0.289G" + 0.436B’
=0492 B'-Y)

V =0.615R" - 0.515G" - 0.100B’
=0.877(R'-Y)
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R =Y +1.140V
G =Y-0.395U - 0.581V
B'=Y +2.0320

For digital R°'G'B’ values with a range of 0—
255, Y has a range of 0-255, U a range of 0 to
+112, and V a range of 0 to £157. These equa-
tions are usually scaled to simplify the imple-
mentation in an actual NTSC or PAL digital
encoder or decoder.

Note that for digital data, 8-bit YUV and
R’'G'B’ data should be saturated at the 0 and
255 levels to avoid underflow and overflow
wrap-around problems.

If the full range of (B"'-Y) and (R"-Y) had
been used, the composite NTSC and PAL lev-
els would have exceeded what the (then cur-
rent) black-and-white television transmitters
and receivers were capable of supporting.
Experimentation determined that modulated
subcarrier excursions of 20% of the luma (Y)
signal excursion could be permitted above
white and below black. The scaling factors
were then selected so that the maximum level
of 75% amplitude, 100% saturation yellow and
cyan color bars would be at the white level
(100 IRE).

YIQ Color Space

The YIQ color space, further discussed in
Chapter 8, is derived from the YUV color space
and is optionally used by the NTSC composite
color video standard. (The “I” stands for “in-
phase” and the “Q” for “quadrature,” which is
the modulation method used to transmit the
color information.) The basic equations to con-
vert between R'G'B” and YIQ are:

Y =0.299R" + 0.587G" + 0.114B’

I =0.596R"-0.275G" - 0.321B’
=Vcos 33° — Usin 33°
=0.736(R'-Y) -0.268(B" -Y)

Q =0.212R"-0.523G’" + 0.311B’
= Vsin 33° + Ucos 33°
=0478(R'-Y) +0.413(B"'-Y)

or, using matrix notation:

I\ _ |0 1]|cos(33) sin(33)||U]
0 1 0] |-sin(33) cos(33)| |V

R’ =Y +0.956I + 0.621Q
G =Y-0.2721-0.647Q
B'=Y-1.1071+1.704Q

For digital R'"G'B’ values with a range of 0—
255, Y has a range of 0-255, I has a range of 0
to +152, and Q has a range of 0 to £134. I and Q
are obtained by rotating the U and V axes 33°.
These equations are usually scaled to simplify
the implementation in an actual NTSC digital
encoder or decoder.

Note that for digital data, 8-bit YIQ and
R'G'B’ data should be saturated at the 0 and
255 levels to avoid underflow and overflow
wrap-around problems.

YCbCr Color Space

The YCbCr color space was developed as
part of ITU-R BT.601 during the development
of a world-wide digital component video stan-
dard (discussed in Chapter 4). YCbCr is a
scaled and offset version of the YUV color
space. Y is defined to have a nominal 8bit
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range of 16-235; Cb and Cr are defined to have
a nominal range of 16-240. There are several
YCbCr sampling formats, such as 4:4:4, 4:2:2,
4:1:1, and 4:2:0 that are also described.

RGB - YCbCr Equations: SDTV

The basic equations to convert between 8-
bit digital R'G'B’ data with a 16-235 nominal
range (Studio RGB) and YCbCr are:

Y01 = 0.299R’ + 0.587G” + 0.114B’

Ch= —0.172R’ - 0.339G" + 0.511B" + 128
Cr= 0511R’ -0.428G’ - 0.083B" + 128

R’ = Ygo; + 1.371(Cr - 128)

G’ = Ygo1 - 0.698(Cr — 128) — 0.336(Ch — 128)
B’ = Ygo; + 1.732(Ch — 128)

When performing YCbCr to R'G'B’" con-
version, the resulting R'G'B’ values have a
nominal range of 16-235, with possible occa-
sional excursions into the 0-15 and 236-255
values. This is due to Y and CbCr occasionally
going outside the 16-235 and 16-240 ranges,
respectively, due to video processing and
noise. Note that 8bit YCbCr and R'G'B’ data
should be saturated at the 0 and 255 levels to
avoid underflow and overflow wrap-around
problems.

Table 3.2 lists the YCbCr values for 75%
amplitude, 100% saturated color bars, a com-
mon video test signal.

Computer Systems Considerations

If the R°"G’'B’ data has a range of 0-255, as
is commonly found in computer systems, the
following equations may be more convenient
to use:

Yeo1 = 0.257R’ + 0.504G” + 0.098B" + 16
Cb =—0.148R’ - 0.291G’ + 0.439B’ + 128
Cr = 0.439R’ - 0.368G’ - 0.071B’ + 128

- ©
Se E L o S g o o
SDTV
Y 16 to 235 180 162 131 112 84 65 35 16
Cb 16 to 240 128 44 156 72 184 100 212 128
Cr 16 to 240 128 142 44 58 198 212 114 128
HDTV
Y 16 to 235 180 168 145 133 63 51 28 16
Cb 16 to 240 128 44 147 63 193 109 212 128
Cr 16 to 240 128 136 44 52 204 212 120 128

Table 3.2. 75% YCbCr Color Bars.
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R’ =1.164(Yg01 — 16) + 1.596(Cr — 128)

G’ = 1.164(Yg0; - 16) — 0.813(Cr - 128) -
0.391(Ch - 128)

B’ = 1.164(Ygo; — 16) +2.018(Ch - 128)

Note that 8bit YCbCr and R'G'B’ data
should be saturated at the 0 and 255 levels to
avoid underflow and overflow wrap-around
problems.

RGB - YCbCr Equations: HDTV

The basic equations to convert between 8-
bit digital R'G'B’ data with a 16-235 nominal
range (Studio RGB) and YCbCr are:

Y09 = 0.213R’ + 0.715G” + 0.072B’
Ch= —0.117R’ - 0.394G" + 0.511B" + 128
Cr= 0.511R - 0.464G’ - 0.047B’ + 128

R’ = Yoo + 1.540(Cr - 128)
G’ = Y9 - 0.459(Cr — 128) — 0.183(Ch — 128)
B'= Y709 + 1816(Cb - 128)

When performing YCbCr to R'G'B’ con-
version, the resulting R'G’'B’ values have a
nominal range of 16-235, with possible occa-
sional excursions into the 0-15 and 236-255
values. This is due to Y and CbCr occasionally
going outside the 16-235 and 16-240 ranges,
respectively, due to video processing and
noise. Note that 8-bit YCbCr and R'G'B’ data
should be saturated at the 0 and 255 levels to
avoid underflow and overflow wrap-around
problems.

Table 3.2 lists the YCbCr values for 75%
amplitude, 100% saturated color bars, a com-
mon video test signal.

Computer Systems Considerations

If the R°'G’'B’ data has a range of 0-255, as
is commonly found in computer systems, the
following equations may be more convenient
to use:

Y09 = 0.183R’ + 0.614G” + 0.062B’ + 16
Ch =-0.101R’ - 0.338G’ + 0.439B" + 128
Cr=0.439R’ - 0.399G’ — 0.040B" + 128

R’ = 1.164 (Y7 — 16) + 1.793(Cr — 128)

G’ = 1.164 (Y79 — 16) — 0.534(Cr — 128) —
0.213(Cb - 128)

B’ = 1.164(Y709 — 16) + 2.115(Cb - 128)

Note that 8bit YCbCr and R'G'B’ data
should be saturated at the 0 and 255 levels to
avoid underflow and overflow wrap-around
problems.

4:4:4 YCbCr Format

Figure 3.2 illustrates the positioning of
YCbCr samples for the 4:4:4 format. Each sam-
plehasay, a Cb and a Cr value. Each sample is
typically 8 bits (consumer applications) or 10
bits (pro-video applications) per component.
Each sample therefore requires 24 bits (or 30
bits for pro-video applications).

4:2:2 YCbCr Format

Figure 3.3 illustrates the positioning of
YCbCr samples for the 4:2:2 format. For every
two horizontal Y samples, there is one Cb and
Cr sample. Each sample is typically 8 bits (con-
sumer applications) or 10 bits (pro-video appli-
cations) per component. Each sample
therefore requires 16 bits (or 20 bits for pro-
video applications), usually formatted as
shown in Figure 3.4.
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To display 4:2:2 YCbCr data, it is first con-
verted to 4:4:4 YCbCr data, using interpolation
to generate the missing Cb and Cr samples.

4:1:1 YCbCr Format

Figure 3.5 illustrates the positioning of
YCbCr samples for the 4:1:1 format (also
known as YUV12), used in some consumer
video and DV video compression applications.
For every four horizontal Y samples, there is
one Cb and Cr value. Each component is typi-
cally 8 bits. Each sample therefore requires 12
bits, usually formatted as shown in Figure 3.6.

To display 4:1:1 YCbCr data, it is first con-
verted to 4:4:4 YCbCr data, using interpolation
to generate the missing Cb and Cr samples.

ACTIVE X = FIELD 1 (576i FIELD 2)
LINE [X] = FIELD 2 (576i FIELD 1)
NUMBER

1

T

[1]

2

®
®©® ® ®©@ @

[2]

® @
®© ®©@ ®©@ ® @
®© ®©@ ®©@ ® @
®© ®©@ ®©@ ® @
®© ®©@ ®©@ ® @

3

T

(O CB,CR SAMPLE

® Y SAMPLE

Figure 3.2. 4:4:4 Co-Sited Sampling. The
sampling positions on the active scan lines
of an interlaced picture.

4:2:0 YCbCr Format

Rather than the horizontal-only 2:1 reduc-
tion of Cb and Cr used by 4:2:2, 4:2:0 YCbCr
implements a 2:1 reduction of Cb and Cr in
both the vertical and horizontal directions. It is
commonly used for video compression.

As shown in Figures 3.7 through 3.11,
there are several 4:2:0 sampling formats. Table
3.3 lists the YCbCr formats for various DV
applications.

To display 4:2:0 YCbCr data, it is first con-
verted to 4:4:4 YCbCr data, using interpolation
to generate the new Cb and Cr samples. Note
that some MPEG decoders do not properly
convert the 4:2:0 YCbCr data to the 4:4:4 for-
mat, resulting in a “chroma bug.”

ACTIVE X = FIELD 1 (576i FIELD 2)
LINE [X] = FIELD 2 (576i FIELD 1)
NUMBER

1 —@—e—©0—eo—©9 o

1] @—e—@—eo—@—o—

2 —@—e—@—eo—©9—0—

2] (@—e—@—e—©—e—

3 —@—e—@—e—©—e—
(O CB,CR SAMPLE

@® Y SAMPLE

Figure 3.3. 4:2:2 Co-Sited Sampling. The
sampling positions on the active scan lines
of an interlaced picture.
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SAMPLE | SAMPLE | SAMPLE | SAMPLE | SAMPLE | SAMPLE
0 1 2 3 4 5
Y7-0 Y7-1 Y7-2 Y7-3 Y7-4 Y7-5
Y6-0 | Y6-1 | v6-2 | Y6-3 | Y6-4 | Y6-5
Y5-0 Y5-1 Y5-2 Y5-3 Y5-4 Y5-5
Y4-0 Y4 -1 Y4 -2 Y4-3 Y4 -4 Y4 -5
Y3-0 | v3-1 | v3-2 | v3-3 | v3-4 | v3-5
Y2-0 | v2-1 | v2-2 | v2-3 | v2-4 | y2-5
Y1-0 Y1-1 Y1-2 Y1-3 Y1-4 Y1-5
Y0-0 | Yo-1 | yo-2 | v0-3 | Yo-4 | Yo-5 |16 BITS
PER
CB7-0 | CR7-0 | CB7-2 | CR7-2 | CB7-4 | CR7-4 |SAMPLE
CB6-0 | CR6-0 | CB6-2 | CR6-2 | CB6-4 | CR6-4
CB5-0 | CR5-0 | CB5-2 | CR5-2 | CB5-4 | CR5-4
CB4-0 | CR4-0 | CB4-2 | CR4-2 | CB4-4 | CR4-4
CB3-0 | CR3-0 | CB3-2 | CR3-2 | CB3-4 | CR3-4
CB2-0 | CR2-0 | CB2-2 | CR2-2 | CB2-4 | CR2-4
CB1-0 | CR1-0 | CB1-2 | CR1-2 | CB1-4 | CR1-4
CBO-0 | CRO-0 | CBO-2 | CRO-2 | CBO-4 | CRO-4
-0 = SAMPLE 0 DATA
-1 = SAMPLE 1 DATA
-2 = SAMPLE 2 DATA
-3 = SAMPLE 3 DATA
-4 = SAMPLE 4 DATA
Figure 3.4. 4:2:2 Frame Buffer Formatting.
SAMPLE | SAMPLE | SAMPLE | SAMPLE | SAMPLE | SAMPLE
0 1 2 3 4 5
ACTIVE X = FIELD 1 (576i FIELD 2) vio | vro1 Lyvra | vra | vrea | vous
LINE [X] = FIELD 2 (576i FIELD 1) ve-0 | ve.1 | veoo | ve.s | ve-4 | ve.e
NUMBER v5-0 | Y5-1 | v5-2 | v5-3 | Y5-4 | v5-5
| —@—e—o—0—@—o Ya-0 | va-1 | va-2 | va-3 | Y4-4 | va-5
Y3-0 Y3-1 Y3-2 Y3-3 Y3-4 Y3-5
Y2-0 Y2-1 Y2-2 Y2-3 Y2-4 Y2-5 12 BITS
(1] —@—o—o—0—©@—o— Yi-0 | yi-1 | vi-2 | vi-3 | vyi-4 | vi-5 | Per
Yo-0 | Yo-1 | Yo-2 | vo-3 | Yo-4 | vo-5 |sampLE
2 —@—e—o—0—©@—0o—
CB7-0 | CB5-0 | CB3-0 | CB1-0 | CB7-4 | CB5-4
2] —@—o—0—0 @0 CB6-0 | CB4-0 | CB2-0 | CBO-0 | CB6-4 | CB4-4
CR7-0 | CR5-0 | CR3-0 | CR1-0 | CR7-4 | CR5-4
s —@——o—o— @8 CR6-0 | CR4-0 | CR2-0 | CRO-0 | CR6-4 | CR4-4
-0 = SAMPLE 0 DATA
O 0B.CR saWPLE -1 = SAMPLE 1 DATA
-2 = SAMPLE DATA
® Y SAMPLE -3 = SAMPLE 3 DATA
-4 = SAMPLE DATA

Figure 3.5. 4:1:1 Co-Sited Sampling. The
sampling positions on the active scan lines

of an interlaced picture. Figure 3.6. 4:1:1 Frame Buffer Formatting.
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ACTIVE
LINE
NUMBER

1 —0—0—0—0—0—0—

2 —0—0—0—0— 00— 00—

O CALCULATED CB, CR SAMPLE

@® Y SAMPLE

Figure 3.7. 4:2:0 Sampling for H.261, H.263,
and MPEG-1. The sampling positions on the
active scan lines of a progressive or
noninterlaced picture.
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Figure 3.8. 4:2:0 Sampling for MPEG-2,

MPEG-4 Part 2 and H.264. The sampling

positions on the active scan lines of a
progressive or noninterlaced picture.
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Table 3.3. YCbhCr Formats for Various DV Applications.
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ACTIVE FIELD N FIELD N +1
LINE
NUMBER
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Figure 3.9. 4:2:0 Sampling for MPEG-2, MPEG-4 Part 2 and H.264. The sampling positions on
the active scan lines of an interlaced picture (top_field_first = 1).

ACTIVE FIELD N FIELD N +1
LINE
NUMBER

1 —0—0— 00— 00— 00— 90—

(O CALCULATED CB, CR SAMPLE

® Y SAMPLE

Figure 3.10. 4:2:0 Sampling for MPEG-2, MPEG-4 Part 2 and H.264. The sampling positions on
the active scan lines of an interlaced picture (top_field_first = 0).
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ACTIVE
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[1]
2 —fo}—eo—{o—o—{o|—o—
[2]
3 —@—eo—@0—e—@—0—
[3]
4 —fo}—eo—{o—o—{o—e—

[4]
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[] cB savPLE
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FIELD N

Figure 3.11. 4:2:0 Co-Sited Sampling for 576i DV and DVCAM. The sampling positions on

the active scan lines of an interlaced picture.

PhotoYCC Color Space

PhotoYCC (a trademark of Eastman
Kodak Company) was developed to encode
Photo CD image data. The goal was to develop
a display-device-independent color space. For
maximum video display efficiency, the color
space is based upon ITU-R BT.601 and BT.709.

The encoding process (RGB to PhotoYCC)
assumes CIE Standard Illuminant Dgs5 and that
the spectral sensitivities of the image capture
system are proportional to the color-matching
functions of the BT.709 reference primaries.
The RGB values, unlike those for a computer
graphics system, may be negative. PhotoYCC
includes colors outside the BT.709 color
gamut; these are encoded using negative val-
ues.

RGB to PhotoYCC

Linear RGB data (normalized to have val-
ues of 0 to 1) is nonlinearly transformed to
PhotoYCC as follows:

for R, G, B>0.018
R’ =1.099 R4 - 0.099
G’ =1.099 G4 - 0.099
B’ = 1.099 B%4 - 0.099
for -0.018 <R, G, B < 0.018

R'=45R
G'=45G
B'=45B



HSI, HLS and HSV Color Spaces 25

for R, G, B <-0.018
R =-1.099 |R|*4 - 0.099
G’ =-1.099 |G|>4 - 0.099
B’ =-1.099 |B|*4° - 0.099
From R'G'B’ with a 0-255 range, a luma

and two chrominance signals (C1 and C2) are
generated:

Y =0.213R" + 0.419G" + 0.081B’
C1=-0.131R"-0.256G" + 0.387B" + 156
C2=0.373R"-0.312G" - 0.061B" + 137

As an example, a 20% gray value (R, G, and
B = 0.2) would be recorded on the PhotoCD
disc using the following values:

Y=79
C1=156
C2=137

PhotoYCC to RGB

Since PhotoYCC attempts to preserve the
dynamic range of film, decoding PhotoYCC
images requires the selection of a color space
and range appropriate for the output device.
Thus, the decoding equations are not always
the exact inverse of the encoding equations.
The following equations are suitable for gener-
ating RGB values for driving a CRT display,
and assume a unity relationship between the
luma in the encoded image and the displayed
image.

R"=0.981Y + 1.315(C2 - 137)
G’ =0.981Y - 0.311(C1 - 156) — 0.669(C2 - 137)
B’ =0.981Y + 1.601 (C1 - 156)

The R'G'B’ values should be saturated to a
range of 0 to 255. The equations above assume
the display uses phosphor chromaticities that
are the same as the BT.709 reference prima-
ries, and that the video signal luma (V) and the
display luminance (L) have the relationship:

for V> 0.0812
L= ((V+0.099) / 1.099)1/045

for V.<0.0812
L=V/45

HSI, HLS and HSV Color
Spaces

The HSI (hue, saturation, intensity) and
HSV (hue, saturation, value) color spaces were
developed to be more “intuitive” in manipulat-
ing color and were designed to approximate
the way humans perceive and interpret color.
They were developed when colors had to be
specified manually, and are rarely used now
that users can select colors visually or specify
Pantone colors. These color spaces are dis-
cussed for “historic” interest. HLS (hue, light-
ness, saturation) is similar to HSI; the term
lightness is used rather than intensity.

The difference between HSI and HSV is
the computation of the brightness component
(I or V), which determines the distribution and
dynamic range of both the brightness (I or V)
and saturation (S). The HSI color space is best
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for traditional image processing functions such
as convolution, equalization, histograms, and
so on, which operate by manipulation of the
brightness values since I is equally dependent
on R, G, and B. The HSV color space is pre-
ferred for manipulation of hue and saturation
(to shift colors or adjust the amount of color)
since it yields a greater dynamic range of satu-
ration.

Figure 3.12 illustrates the single hexcone
HSV color model. The top of the hexcone cor-
responds to V = 1, or the maximum intensity
colors. The point at the base of the hexcone is
black and here V = 0. Complementary colors
are 180° opposite one another as measured by
H, the angle around the vertical axis (V), with
red at 0°. The value of S is a ratio, ranging from
0 on the center line vertical axis (V) to 1 on the
sides of the hexcone. Any value of S between 0
and 1 may be associated with the point V = 0.
The point S = 0, V = 1 is white. Intermediate
values of V for S = 0 are the grays. Note that
when S = 0, the value of H is irrelevant. From
an artist’s viewpoint, any color with V=1,S=1
is a pure pigment (whose color is defined by
H). Adding white corresponds to decreasing S
(without changing V); adding black corre-
sponds to decreasing V (without changing S).
Tones are created by decreasing both S and V.
Table 3.4 lists the 75% amplitude, 100% satu-
rated HSV color bars.

Figure 3.13 illustrates the double hexcone
HSI color model. The top of the hexcone corre-
sponds to I = 1, or white. The point at the base
of the hexcone is black and here I = 0. Comple-
mentary colors are 180° opposite one another
as measured by H, the angle around the verti-
cal axis (I), with red at 0° (for consistency with
the HSV model, we have changed from the
Tektronix convention of blue at 0°). The value
of S ranges from 0 on the vertical axis (I) to 1
on the surfaces of the hexcone. The grays all
have S = 0, but maximum saturation of hues is

at S =1, 1= 0.5. Table 3.5 lists the 75% ampli-
tude, 100% saturated HSI color bars.

Chromaticity Diagram

The color gamut perceived by a person
with normal vision (the 1931 CIE Standard
Observer) is shown in Figure 3.14. The dia-
gram and underlying mathematics were
updated in 1960 and 1976; however, the NTSC
television system is based on the 1931 specifi-
cations.

Color perception was measured by viewing
combinations of the three standard CIE (Inter-
national Commission on Illumination or Com-
mission Internationale de I’Eclairage) primary
colors: red with a 700-nm wavelength, green at
546.1 nm, and blue at 435.8 nm. These primary
colors, and the other spectrally pure colors
resulting from mixing of the primary colors,
are located along the curved outer boundary
line (called the spectrum locus), shown in Fig-
ure 3.14.

The ends of the spectrum locus (at red and
blue) are connected by a straight line that rep-
resents the purples, which are combinations of
red and blue. The area within this closed
boundary contains all the colors that can be
generated by mixing light of different colors.
The closer a color is to the boundary, the more
saturated it is. Colors within the boundary are
perceived as becoming more pastel as the cen-
ter of the diagram (white) is approached. Each
point on the diagram, representing a unique
color, may be identified by its x and y coordi-
nates.

In the CIE system, the intensities of red,
green, and blue are transformed into what are
called the tristimulus values, which are repre-
sented by the capital letters X, Y, and Z. These
values represent the relative quantities of the
primary colors.
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\
GREEN YELLOW
60°
CYAN RED
180"
MAGENTA
300°
BLACK
Figure 3.12. Single Hexcone HSV Color Model.
g 'g?o 2 H £ - g k-] [ S
Eg £ 3 8 8 ) k: 2 k-
Se s S 1] $ @
0° to 360° - 60° 180° 120° 300° 0° 240° -
S Oto1 0 1 1 1 1 1 1
0to1l 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0

Table 3.4. 75% HSV Color Bars.
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WHITE

CYAN RED

180°

MAGENTA
300°

Figure 3.13. Double Hexcone HSI Color Model. For consistency with the
HSV model, we have changed from the Tektronix convention of blue at 0°
and depict the model as a double hexcone rather than as a double cone.

- 1]
Se s S o S g «a o
0° to 360° - 60° 180° 120° 300° 0° 240° -
S Oto1l 0 1 1 1 1 1 1
Otol 0.75 0.375 0.375 0.375 0.375 0.375 0.375 0

Table 3.5. 75% HSI Color Bars. For consistency with the HSV model, we have changed
from the Tektronix convention of blue at 0°.
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The coordinate axes of Figure 3.14 are
derived from the tristimulus values:

x=X/X+Y+2)

=red/(red + green + blue)
v=Y/X+Y+2Z)

= green/ (red + green + blue)

z2=2/X+Y+7Z)
=blue/ (red + green + blue)

The coordinates x, y, and z are called chro-
maticity coordinates, and they always add up to
1. As a result, z can always be expressed in
terms of X and y, which means that only x and y
are required to specify any color, and the dia-
gram can be two-dimensional.

Typically, a source or display specifies
three (r, y) coordinates to define the three pri-
mary colors it uses. The triangle formed by the
three (x, y) coordinates encloses the gamut of
colors that the source or display can repro-
duce. This is shown in Figure 3.15, which com-
pares the color gamuts of NTSC, PAL, and
typical inks and dyes. Note that no set of three
colors can generate all possible colors, which
is why television pictures are never completely
accurate.

In addition, a source or display usually
specifies the (