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introduction

the iNterNet ProVides the Greatest Forum For CommuNiCatioN 
and expression that the world has ever seen. At the same time, 

however, it ultimately is subject to the control of a handful of dominant, pri-
vate entities that are unregulated under the First Amendment in their duty 
to facilitate communication and expression. That paradox lies at the center of 
this book.
 More than at any time in our history, a small number of private entities 
enjoy unfettered control over what speech to facilitate—and what speech to 
restrict or disfavor—within our most important medium for expression. Al-
though the Internet is generally seen as a forum for free expression, in real-
ity speech on the Internet is subject to censorship and discrimination at a 
variety of chokepoints. Internet speech conduits—such as broadband service 
providers—are now responsible for facilitating a vast amount of expression. 
Unlike telephone companies or the postal service—which have long been le-
gally required not to discriminate against the content they are charged with 
carrying—these Internet speech conduits are not similarly regulated. While 
many individuals may be content to entrust to the market their ability to com-
municate, recent developments suggest that such trust is misplaced and may 
very well lead to the “end of the Internet as we know it.”
 U.S.-based Internet speech conduits have recently invested extensive re-
sources into developing methods to censor expression at the behest of speech-
restrictive regimes such as China.1 With such methods in hand, Internet 
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xiv introduction

speech conduits are increasingly poised to restrict speech by United States’ 
Internet users, in order to advance their commercial, political, or other inter-
ests. In a recent incident, Comcast—one of the nation’s dominant broadband 
providers—secretly restricted its subscribers from using legal file-sharing 
applications and prevented its email subscribers from receiving communica-
tions from two public interest groups critical of President George W. Bush. 
Comcast blocked emails from AfterDowningStreet, an organization that 
sought to lobby Congress to impeach the president for his conduct in bringing 
about the war with Iraq, and from the antiwar organization MeetWithCindy, 
established by antiwar activist Cindy Sheehan. Similarly, DSL provider AT&T 
censored the anti-Bush lyrics of Pearl Jam lead singer Eddie Vedder during 
a live cablecast of a concert. Google for its part has restricted speech that is 
critical of its role in censoring speech in overseas markets, as well as a host 
of other political expression. Speech on political and protest issues is tradi-
tionally accorded the highest degree of protection within our constitutional 
scheme, but because such speech restrictions as these occur at the hands of 
“private” conduits, they are not considered First Amendment violations under 
the prevailing understanding of the free speech guarantee. Nor are broadband 
providers regulated as “common carriers,” as a result of a recent policy shift by 
the FCC.
 How is it that we find ourselves at this juncture in free speech jurispru-
dence? And what, if anything, should be done about it? Over the past two 
decades, the U.S. government divested itself of ownership and control of the 
Internet’s infrastructure and ceded ownership and control to a handful of pri-
vate entities. At the time it did so, those private speech conduits were still 
regulated as common carriers and legally required to facilitate, and not to dis-
criminate against, speech. Providers of narrowband and DSL Internet access 
were considered telecommunications providers subject to common carriage 
duties and were prohibited from discriminating against content. Since 2002, 
however, the FCC has embarked on a path of gradually removing such obliga-
tions from Internet speech conduits. And in its decision in Brand X in 2005, 
the United States Supreme Court approved of this course of action. Our free 
speech rights on the Internet are quietly slipping away.
 Since 2005, individuals concerned about the future of the Internet have 
sought to remedy these (and related) problems of unfettered control by those 
few powers who serve as gatekeepers for the Internet’s content. They have 
proposed “net neutrality” legislation and have sought to convince the FCC to 
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impose meaningful constraints on such power. Although proposed net neu-
trality regulation is aimed at limiting conduits’ power in a variety of ways, my 
focus is on constraining their power to discriminate against Internet speech 
on the basis of its content, which is essential to protecting individuals’ free 
speech rights within our liberal democracy.
 A few decades ago, the fact that conduits for speech were privately owned 
would not necessarily have insulated them from First Amendment obliga-
tions. In a number of early decisions, the Supreme Court adopted an affir-
mative conception of the free speech guarantee and imposed obligations on 
public and powerful private conduits of speech to facilitate individuals’ right 
to speak without discrimination. In recent years, however, the Court has 
unwisely trended toward a negative conception of the First Amendment, in 
which individuals’ free speech rights apply only against government censor-
ship, and private speech conduits are left unrestricted in their ability to regu-
late expression.
 This book is intended to serve as a wakeup call and a call to action for 
those who are concerned about our free speech rights as U.S. citizens in this 
unprecedented forum for expression. Courts and policymakers—and mem-
bers of the public—should embrace an affirmative conception of the First 
Amendment for the Internet age. The prevailing negative conception of the 
First Amendment fails to recognize and protect the important role that the 
state should serve in regulating these dominant private conduits of expression 
in order to facilitate the conditions necessary for democratic self-government. 
Simply put, entrusting all speech decisions to a market dominated by a few 
powerful speech regulators disserves democracy and the freedom of speech 
that democracy requires. Those of us who are concerned with the role that 
free speech plays in facilitating liberal democracy must rethink the appropri-
ate conception of the First Amendment in the context of the media landscape 
of today—and tomorrow. Decisions regarding what speech is allowed—and 
what speech is censored—should not be committed solely to the dictates of 
the dominant private entities that control expression on the Internet. A fun-
damental rethinking of the meaning of the First Amendment’s protections, 
and of free speech values in general, is therefore in order.
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speech and Censorship on the internet1

aCCordiNG to the CoNVeNtioNal wisdom, the iNterNe t 
is a forum for free expression of unprecedented scope and impor-

tance. And much about the conventional wisdom is accurate. Since the limita-
tions on the permissible uses of the Internet were lifted and the Internet was 
opened up as a forum for expression of all kinds,1 members of the public from 
every corner of the world have flocked to it to express themselves and to access 
the expression of others.2 The Internet enables individuals to use all manner 
and forms of expression—text, images, voice, audio, and video—to communi-
cate with one another on a global scale. As one federal district court explained 
in reviewing an early Internet First Amendment challenge, “It is no exaggera-
tion to conclude that the Internet has achieved, and continues to achieve, the 
most participatory marketplace of mass speech that this country—and indeed 
the world—has yet seen.”3

 The conventional wisdom accurately maintains that the Internet serves as 
an important forum for expression in large part because of the unprecedented 
ease of entry into this forum for expression. Yet such expression is ultimately 
controlled by—and may be facilitated or frustrated by—a small handful of 
powerful conduits, that is, the broadband providers, Internet backbone pro-
viders, email providers, and search engines that make it all happen. Within 
the United States market for Internet expression, a small number of broad-
band providers have the power ultimately to control which expression is fa-
cilitated and which is not. In recent years, the regulation of the Internet has 
evolved so as to grant these private entities unfettered control over individu-
als’ expression, to the point at which the potential for private conduits to cen-
sor speech in this medium is unprecedented. Although initially conceived—
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by both courts and commentators4—as a speech utopia, the Internet is now in 
danger of becoming a dystopia for expression because of this concentration 
of power and private regulation and control. We would do well to heed the 
Supreme Court’s admonition from a decade ago involving regulation of other 
private conduits of speech:

The potential for abuse of private power over a central avenue of communica-
tion cannot be overlooked. . . . Each medium of expression must be assessed for 
First Amendment purposes by standards suited to it, for each may present its 
own problems. The First Amendment’s command that government not impede 
the freedom of speech does not disable the government from taking steps to 
ensure that private interests not restrict, through physical control of a critical 
pathway of communication, the free flow of information and ideas.5

 Assessing the features of the Internet as a communications medium dem-
onstrates that—as within the cable television medium to which the Court 
refers above—private Internet speech conduits such as broadband providers 
indeed exercise substantial “control of critical pathways of communication” 
and enjoy the power to threaten “the free flow of information and ideas”—
power that should be held in check under a proper understanding of the First 
Amendment.6

 Censorship by private broadband providers is growing. Most Internet us-
ers are unaware of the restrictions on speech imposed by their Internet service 
providers, and may be surprised to learn that such censorship does not violate 
the First Amendment or communications laws (as currently interpreted by 
the courts). The majority of courts, which have adopted a negative conception 
of the First Amendment, have been unwilling to find First Amendment viola-
tions in restrictions of speech implemented by broadband providers or other 
private regulators of Internet expression. Similarly, policymakers within the 
Federal Communications Commission (FCC) have shifted toward a negative 
conception of the First Amendment, in which communications conduits such 
as broadband providers are unregulated in their obligation to facilitate the 
speech flowing through their pipes. Furthermore, Congress in 1996 explicitly 
encouraged Internet service providers (ISPs) to restrict access to content that 
the providers consider objectionable and expressly insulated the providers 
from liability for doing so7—even though such restrictions of speech would 
constitute First Amendment violations if they were undertaken by public con-
duits of speech. The result is that the small handful of private entities that ex-
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ercise control over the pipelines for Internet expression now essentially enjoy 
free rein to censor such expression—and are increasingly doing just that.
 It wasn’t always so. In the early years of the Internet, conduits for Internet 
speech were governed by regulations that prohibited them from discriminat-
ing against content or applications (and were not insulated from liability for 
restricting such expression). A decade ago, the FCC regulated the telephone 
companies that provided dial-up Internet access as “common carriers” and 
prohibited them from discriminating against—in the form of blocking, cen-
soring, or degrading—Internet content or applications. Just as the telephone 
companies, from the early days of communications regulation, have been sub-
ject to common carriage obligations under the Communications Act of 19348 
requiring them to facilitate the transmission of all (legal) conversations, so 
too were they required under the common carriage doctrine to facilitate the 
transmission of all (legal) Internet content. Indeed, the Internet developed 
and flourished as “the most participatory form of mass speech yet developed”9 
under this regime in which nondiscrimination obligations were imposed on 
Internet speech conduits. Under this nondiscrimination regime, Internet us-
ers could post, transmit, and access any and all (legal) content of their choos-
ing. As FCC commissioner Michael Copps described the state of affairs prior 
to the widespread deployment of broadband Internet access:

In the dial-up world, [each Internet user] has jurisdiction over the applications 
that prevail, and what power that is! No network owner telling you where to go 
and what to do. You run the show. This freedom—this openness—has always 
been at the heart of what the Internet community and its original innovators 
have celebrated. Anyone can access the Internet . . . and read or say what they 
want. No one can corner control of the Internet for their purposes.10

 All that began to change in 2002, when the FCC concluded that one class 
of broadband providers—cable broadband providers—were not subject to 
common carriage nondiscrimination requirements under the Communica-
tions Act. Although the lower federal courts rejected the FCC’s interpretation, 
the United States Supreme Court in 2005 upheld the FCC’s decision to de-
regulate cable broadband providers in the Brand X case.11 Upon receiving the 
green light to remove common carriage nondiscrimination obligations from 
broadband providers, the FCC moved quickly to do so. Today, no broadband 
providers are subject to the requirement historically imposed on telecommu-
nications conduits—to facilitate all legal content without discrimination.
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 Nor have the FCC or the courts ever imposed nondiscrimination obliga-
tions on any Internet email provider. While the postal service has an obli-
gation to deliver all legal content,12 and the telephone companies have the obliga-
tion to facilitate all legal conversations,13 email providers have no obligation 
to deliver email without discrimination. Even though email has completely 
outpaced snail mail in terms of the amount of content delivered daily, email 
providers are under no legal obligation to deliver content and have increasingly 
exercised their power to censor content, frequently in ways that are not trans-
parent to the sender or intended recipient.14 Furthermore, neither the FCC nor 
the courts has imposed any duties on dominant search engines such as Google 
to serve up requested content in a neutral, nondiscriminatory manner—despite 
the representations of such search engines that they will serve as purely neutral 
conduits for the billions of pages of content available on the Internet.
 These decisions by policymakers and courts to allow the market to decide 
whether and what speech to censor are especially unwise in light of the char-
acteristics of the marketplace for Internet speech. The market for residential 
broadband Internet access is essentially dominated by the cable-DSL duopoly, 
and these providers have an incentive to censor or degrade applications and 
content that conflict with their financial, political, or other interests. Because 
broadband providers offer their own content and applications, they have the 
financial incentive to restrict or impede competing content and applications 
from other providers. Broadband providers have the ability, have the incen-
tive, and—under the current regime—appear to enjoy the legal right to engage 
in a variety of types of discrimination against the content and applications 
that they are charged with carrying. And most, if not all, broadband providers 
explicitly claim the right in their terms of service to censor whatever speech 
they choose. AT&T, for example, claims the right in its “sole discretion to re-
fuse, block, move, or remove any content that is available via the service.”15 (So 
don’t say you weren’t on notice.)
 Since 2005, when the Supreme Court placed its imprimatur on the FCC’s 
decision to remove common carriage nondiscrimination obligations from 
broadband providers, individuals and groups concerned about the future 
of free speech on the Internet have sought to reimpose nondiscrimination 
obligations on Internet conduits in the form of “net neutrality” regulation. 
With the specter of such legislation hanging over them, one would expect that 
broadband providers would seek to minimize such acts of censorship, as pub-
lic scrutiny is trained on them more than ever before. Notwithstanding such 
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scrutiny, however, in the post–Brand X era in which they are no longer legally 
prohibited from discriminating on the basis of content, broadband provid-
ers (and other powerful conduits for expression) have increasingly engaged in 
acts of censoring, blocking, or degrading speech and content on the Internet.

Content regulation by broadband Providers

Incidents of censorship and other discrimination by broadband providers are 
difficult to establish or document with precision. First, because average users 
are generally unaware that their broadband provider is blocking content, and 
because they may not know what content is being blocked, it is difficult to 
identify instances of content restriction. Second, providers, when questioned, 
may simply deny that they are blocking disfavored content and refuse to pro-
vide the information necessary for Internet users to confirm or deny such re-
strictions—or to allow subscribers to make informed decisions about whether 
to switch to a less censorial provider (assuming that another such provider 
is available).16 Notwithstanding these difficulties, several instances of alleged 
discrimination by broadband providers and other conduits of Internet expres-
sion have been identified. In particular, broadband providers have censored 
expression on matters of political and societal importance that undoubtedly 
would be protected by the First Amendment if restricted by a public actor. 
They have also censored expression that is critical of them, or that potentially 
threatens their commercial interests, expression which is also highly valuable 
within our constitutional framework.

Censorship of Political and Other Socially Valuable Expression
Comcast—one of the nation’s leading broadband Internet providers—has 
restricted the transmission of politically charged, time-sensitive communi-
cations to its subscribers. In one incident, AfterDowningStreet, a web-based 
organization that advocates an end to the war in Iraq, sought to communicate 
with thousands of its supporters regarding its then-imminent plans to lobby 
Congress to consider impeachment proceedings against President Bush on 
the third anniversary of the incident involving the “Downing Street memos.”17 
Only after several weeks had elapsed did the organization become aware that 
intended recipients of its email communications who had Comcast email 
accounts had not received these communications. As a result of Comcast’s 
failure to deliver these emails, AfterDowningStreet’s attempts to set up time-
sensitive conference calls were frustrated, as were its plans to lobby Congress. 
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Comcast’s censorship of these emails was especially troubling given Com-
cast’s dominance in the Washington, D.C., area.
 It ultimately became apparent to AfterDowningStreet that Comcast had fil-
tered the email that Comcast email subscribers received and censored all com-
munications that contained the term www.AfterDowningStreet.org. To make 
matters worse, neither the intended recipients nor the sender of the email 
communications was informed that Comcast was censoring these commu-
nications. Only after several weeks, when members of the organization and 
other interested parties failed to show up for meetings and other events, did 
AfterDowningStreet begin to suspect that its communications were being 
thwarted by Comcast.
 When confronted with the problem, Comcast first refused to discuss it at 
all, citing its policy of not discussing such matters with members of the press.18 
Ultimately, after repeated inquiries from AfterDowningStreet, Comcast pinned 
responsibility for this censorship on BrightMail, the company responsible for 
maintaining software filters for Comcast email accounts. BrightMail (a divi-
sion of Symantec) in turn claimed that it had chosen to block email from After-
DowningStreet or with AfterDowningStreet.org in the text because it had allegedly 
received complaints about email communications sent by AfterDowningStreet 
(while refusing to make available any such complaint). To make matters worse, 
BrightMail serves not just Comcast but other major ISPs (including Cox Cable 
and AOL) and apparently imposed this same restriction on email accounts ser-
viced by these other ISPs as well. As a result of this censorship, AfterDowning-
Street was thwarted in its objectives and lost members and substantial support.19

 This instance of censorship, like many others, is particularly troubling be-
cause of the lack of transparency to the affected senders and recipients. If you 
are unaware that Comcast is censoring your speech, you lack the information 
that might prompt you to switch to another broadband provider—if indeed 
one is available to you. As Seth Kreimer—who has criticized such “censor-
ship by proxy”—explains, such “private censorship takes place at low levels of 
visibility. It is neither coordinated nor reviewed. Often, neither speakers nor 
listeners will know that the message has not been conveyed, and there is no 
way to determine how dialogue has been deformed.”20 Comcast’s censorship 
of AfterDowningStreet’s messages is also troubling because of the possibility 
that individuals hostile to AfterDowningStreet’s message might have effec-
tively shut out its speech by relaying “complaints” to Comcast or BrightMail 
about such messages.21 If Comcast (or its proxies) intentionally censored such 
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political speech because of its unpopularity or because it was subject to user 
complaints, this would constitute a substantial distortion of the marketplace 
for expression upon which our liberal democracy depends.
 A month after the incident involving AfterDowningStreet, another antiwar 
organization experienced difficulties communicating via email with Comcast 
subscribers. The organization MeetwithCindy, headed by Cindy Sheehan, an 
antiwar advocate whose son was killed in the war in Iraq, had its email com-
munications censored by Comcast, Cox, and other email providers.22 Emails 
that contained the term meetwithcindy.org were blocked by Comcast, Cox, 
and others. Once again, as with the AfterDowningStreet incident, neither the 
sender nor the intended recipients of the communications were informed that 
the emails were being censored, as such blocking was implemented in a man-
ner that was not transparent either to the sender or to the intended recipients.
 Nor is such censorship limited to restricting left-leaning or anti-Bush ex-
pression. Two other major Internet service providers—SBC Global and Earth-
Link—blocked delivery of emails from conservative news sites.23 Notwith-
standing the fact that EarthLink and SBC Global’s subscribers had expressly 
chosen to receive email and news updates from conservative news site News-
WithViews, these ISPs blocked emails from this source, and SBC Global also 
apparently blocked emails from at least four other conservative newsletters.24

 Other ISPs and Internet gatekeepers have thwarted the ability of individu-
als to engage in expression on matters related to the war in Iraq, as well as the 
(unrelated) events of 9/11. Shortly after the war began, Internet service pro-
vider Vortech censored the news site YellowTimes.org because it had posted 
pictures of U.S. prisoners captured by the Iraqis.25 Similarly, in the wake of 
the commencement of hostilities, Google censored all images of U.S. soldiers 
torturing Iraqi prisoners of war.26 Shortly after the September 11 terrorist at-
tacks, AOL and Yahoo! censored message boards that hosted anti-American 
and anti-Islam postings.27

 In another example of blatant censorship of political speech, AT&T—one 
of the country’s largest broadband providers—censored its live Lollapalooza 
cablecast of a Pearl Jam concert performance. During the performance, lead 
singer Eddie Vedder added lyrics mildly critical of President Bush, including 
“George Bush, leave this world alone” and “George Bush, find yourself an-
other home” (in place of “Teacher, leave those kids alone,” in its performance 
of “Daughter,” which morphed into a cover of Pink Floyd’s “Another Brick 
in the Wall”). In webcasting the Pearl Jam performance, AT&T censored 
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 Vedder’s anti-Bush lyrics,28 apparently believing that they would be offensive 
to some viewers. When such censorship was ultimately discovered, AT&T 
claimed that the censorship was the result of a “mistake.”29

 Internet gatekeepers have also censored speech on religious and societal 
matters. Network Solutions, Inc. (NSI), one of the most popular U.S. domain 
name registrars and gatekeepers for acquiring a website in the first place,30 
suspended the domain name registration and shut down the website of Dutch 
lawmaker Geert Wilders because NSI believed that the website available un-
der the domain name (www.fitnathemovie.com) was going to be used to make 
available a short film critical of Islam. At the time NSI suspended the do-
main name, however, the only content available on the website was a picture 
of the Koran, along with the text “Allahu Akhbar” (God is Great), and the 
words “Geert Wilders presents Fitna—Coming Soon.”31 Apparently, news of 
the website’s existence and the film’s content led NSI to suspend the account 
preemptively.32 NSI stated that it suspended the domain name in response to 
complaints it had received and because the content that it believed was go-
ing to be made available under the domain name might violate its terms of 
service,33 which prohibit, among other things, the “posting or storage of . . . 
objectionable material of any kind or nature.”34

 On the related issue of content discrimination by a wireless carrier, Verizon—
one of the nation’s two largest wireless carriers—rejected the request from 
NARAL Pro-Choice America to allow Verizon cell phone customers volun-
tarily to receive the organization’s text messages. Asserting its authority to block 
messages from any group that seeks to “distribute content that, in [Verizon’s]  
discretion, may be seen as controversial or unsavory to any of our users,”  
Verizon initially refused to facilitate the transmission of such messages to 
willing recipients of NARAL Pro-Choice America’s messages. Text messaging 
has become an extremely popular tool used by advocacy groups and political 
organizations to reach out to their supporters, and Verizon’s actions accord-
ingly had a powerful detrimental effect on the ability of this advocacy group 
to communicate with willing recipients of its messages.35 Only after Verizon’s 
decision was subject to public exposure and criticism in the mainstream me-
dia—including in a front-page article in the New York Times—did the com-
pany reverse course. Even while doing so, Verizon steadfastly maintained that 
it enjoys the discretion to determine which text messages to facilitate and 
which to prohibit.36
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Censorship of Expression That Criticizes or Competes with 
Providers’ Commercial Interests
Conduits of Internet expression have also engaged in acts of censoring expres-
sion that they believe threatens their commercial or business interests—in-
cluding expression that is critical of them.
 In one such instance, AOL—once the nation’s (and the world’s) largest  
Internet service provider—blocked emails sent by those who opposed certain 
AOL email policies.37 AOL blocked emails containing links to an online petition 
by the organization DearAOL.com, a web-based coalition of six hundred orga-
nizations (including the AFL-CIO) that was critical of AOL’s proposed email 
policies. DearAOL.com opposed AOL’s proposal to create a two-tiered mail sys-
tem composed of (1) a pay-per-send system that would allow senders to route 
around AOL’s spam filters and (2) a lower-tier free system that would not. Mes-
sages sent to AOL users that included a link to “DearAOL.com” were not deliv-
ered by AOL, while messages without such links were successfully delivered.38

 In a similar incident involving (nearby) Canadian broadband provider 
Telus, Canada’s second-largest telecommunications company censored ex-
pression that was critical of its business interests. Telus, which was then in-
volved in a heated labor dispute with the Telecommunications Workers 
Union, blocked access to the website of Voices for Change, an organization 
supporting the union. In blocking the Voices for Change website, Telus also 
blocked access to over 750 other sites that shared an IP address with Voices for 
Change, including a U.S.-based breast cancer site, recycling sites, and alterna-
tive Medicare sites.39

 In a much-discussed incident, Madison River Communications, a mid-
western DSL provider, blocked hundreds of its subscribers from accessing 
Vonage, a Voice over Internet Protocol (VoIP) provider. Madison River did 
so by engaging in port blocking—a type of blocking that enables Internet 
providers to block content based on the Internet port over which the content 
is transmitted. Because VoIP is transmitted over a distinct Internet “port,”40 
broadband providers can easily implement port-blocking technology to block 
VoIP transmissions from providers with which they may be in direct com-
petition. These blockages prevented Vonage customers—who relied on their 
broadband providers to facilitate their telephone communications—from 
making any calls at all, even to 911.41 Vonage has also claimed that at least two 
other broadband providers have blocked its subscribers’ calls.42
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 At least two major broadband network operators—Verizon and AT&T—
include clauses in their terms of service authorizing them to terminate the 
accounts of subscribers who criticize them or their business partners.43

 Broadband providers have also thwarted the transmission of content and 
applications that they believe will harm their commercial interests. Comcast, 
for example, engaged in acts of secretly degrading, delaying, and outright 
blocking its subscribers’ ability to upload files to share with other users via 
peer-to-peer file-sharing technology. Comcast’s interference with file sharing 
by users applied across the board, to authorized and unauthorized, legal and 
illegal file sharing. Comcast prohibited, among other things, subscribers’ abil-
ity to download the King James Bible using a popular file-sharing program.44 
It also prohibited independent songwriters, movie producers, and software 
developers from using file-sharing technology to share their work with others. 
When a Comcast user engaged in sending packets to others using file-sharing 
technology, Comcast shut down the connection between that user and other 
non-Comcast users, by using deep packet inspection technology to inter-
fere with communications at the transport layer. As Vuze, Inc.—a primary 
source of legal video downloads whose services were affected by Comcast’s 
actions—explains: “Comcast does this by hacking into its own network and 
using a clandestine “Man in the Middle” tactic whereby each party is sent a 
communication “RST” (reset) message which falsely tells the other party to 
shut down the connection.”45 As a result of such interference, each affected 
user’s computer received a message invisible to the user that looked like it 
came from another computer instructing it to stop communicating. The mes-
sage, however, actually originated with Comcast. As MSNBC characterized 
Comcast’s interference, “if it were a telephone conversation, it would be like 
the operator breaking into the conversation, telling each talker in the voice of 
the other: ‘Sorry, I have to hang up. Good-bye.’”46

 In a similar incident, broadband provider BellSouth prohibited its sub-
scribers from accessing MySpace.com, the phenomenally popular social net-
working site, and YouTube, the most popular site for posting and accessing 
user-generated videos,47 apparently because of concerns about bandwidth 
consumption.
 In what was apparently a ham-handed attempt to combat spam, DSL pro-
vider Verizon blocked nearly all email from certain regions in Europe and 
Asia—without telling its subscribers of its plan to do so. Verizon only agreed 
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to remove legitimate ISPs from its software filter’s blacklist long after would-
be recipients discovered that these emails were being censored.48

 In another recent incident, Comcast blocked the access of subscribers in 
the Boston area to Google and associated Gmail services. When subscrib-
ers complained about the blockage, Comcast’s customer support personnel 
blamed Google and suggested that Comcast subscribers switch from Gmail to 
Comcast email.49

 Several broadband providers have also publicly expressed their intentions 
to sell preferential Internet access speed to the highest bidder, or to reserve 
the same for their own (or affiliated) content, and to (respectively) degrade 
Internet access for those unwilling to pay for this privilege. AT&T’s Project 
Lightspeed and Verizon’s FiOS, for example, reserve substantial portions of 
last-mile bandwidth for the broadcast downloading of their own preferred 
video services.50

 In a similar vein, Bill Smith, chief technology officer of BellSouth, claimed 
that his company enjoys the discretion to charge a company like Yahoo! for 
the opportunity to have its search engine site load faster than that of Google, 
and to degrade the quality of a rival VoIP provider unless such a rival pays 
BellSouth’s asking price.51

•  •  •

 Under current First Amendment jurisprudence and telecommunications 
policy, the preceding restrictions of content or applications by broadband 
providers and other powerful gatekeepers of Internet expression are legally 
permissible—given the Supreme Court–sanctioned removal by the FCC of 
common carriage nondiscrimination obligations from broadband providers 
and the general demise of the affirmative conception of the free speech guar-
antee within First Amendment jurisprudence. Decisions about what speech 
to censor or degrade, and what speech to transmit or favor, are now left solely to  
the discretion of the companies providing broadband Internet access—in 
most cases, for most residential Internet users, the cable-DSL duopoly—and 
to the other powerful private conduits of speech on the Internet. And because 
of ill-advised trends in First Amendment jurisprudence over the past few de-
cades toward the negative conception of the free speech guarantee, censorship 
of expression by broadband providers and other powerful “private” Internet 
speech conduits is no longer held to be in violation of the First Amendment.
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Censorship by dominant search engines

Beyond broadband providers, other powerful private conduits of Internet ex-
pression are also engaging in acts of censorship. Google, in its capacity both as 
the dominant Internet search engine and as the operator of its popular news 
aggregation site, has engaged in various acts of censorship. Like providers of 
broadband Internet access, Internet search engines enjoy substantial control over 
critical pathways and forums for communication on the Internet. Although a 
diverse range of expression exists on the Internet, such expression is accessed 
by individuals primarily by the use of Internet search engines. Like broadband 
providers, Internet search engines thus also enjoy the sort of “bottleneck” or 
“gatekeeper” control or “control over critical pathways of communication”52 
that cable operators enjoy over the market for cable television, and which the 
Supreme Court expressed concern about in 1994 in Turner Broadcasting Sys-
tem v. F.C.C. In that case, the Court upheld against First Amendment chal-
lenge government intervention into the market for cable television to protect 
the free speech interests of the public. Although search engines (like the cable 
operators in Turner) do not enjoy absolute control over the content to which 
their users have access on the Internet (users can type in the domain name 
associated with a website, if they know it), they nonetheless exert significant 
control over the information their users are able to access.
 As the largest and most popular Internet search engine in the United 
States, Google serves as the first place most people turn to find information 
on the Internet, and it now enjoys the dominant position in the search engine 
market.53 Its main search engine is the portal to which U.S. Internet users turn 
more than six billion times each month for information,54 and Google serves 
as the gatekeeper for such information. However, Google’s policies regarding 
the content that it indexes limit users’ access to certain types of information.

Censorship by Google News
In addition to providing links to web pages as results for search terms, Google 
makes information available through its popular service Google News.  
Google News is a computer-generated news site that aggregates headlines from 
over 4,500 English-language news sources worldwide, with such information 
purportedly gathered and displayed via objective, computerized search algo-
rithms. In particular, and unlike a newspaper publisher, Google News main-
tains, “[O]ur headlines are selected entirely by computer algorithms, based on 
factors like how often and where a story appears online. Google News has no 
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human editors selecting [or prioritizing] stories. . . . ”55 Google claims that be-
cause such news articles are “selected and ranked by computers, . . . stories are 
sorted without regard to political viewpoint or ideology.”56 Millions of U.S. 
Internet users rely upon Google’s representations that it presents news head-
lines in an unbiased manner. Indeed, the service of providing news and other 
information on matters of public importance is critical to the development of 
an informed electorate. Yet despite its apparent commitment to neutrality in 
aggregating and presenting the news, Google News has allegedly censored the 
content of several news sites.
 In one such incident, Google News discontinued listing stories from Inner 
City Press, a United Nations–focused media organization, after an Inner City 
Press staffer questioned Google on its failure to sign on to the human rights 
and anti-censorship principles of the Global Compact. When questioned by 
Inner City Press regarding this censorship, Google simply responded, “We 
periodically review news sources, particularly following user complaints, to 
ensure Google News offers a high quality experience for our users. When we 
reviewed your site we’ve found that we can no longer include it in Google 
News.”57

 In another incident involving political speech, PrisonPlanet.com claimed 
that Google censored various news stories about prominent actor Charlie 
Sheen’s criticisms of the government’s response to 9/11. Not until Google was 
criticized in a radio broadcast for such censorship did Google index websites 
reporting on Sheen’s comments.58

 Google News has used geolocation technology to block content from be-
ing accessed not only within speech-restrictive countries such as China but 
also within the United States. The World Prout Assembly website claims, for 
example, that a news article discussing efforts in Congress to use U.S. military 
force to end genocide in Darfur was accessible via a Google News link in other 
countries but was blocked by Google News for users seeking access to it in 
the United States.59 The New Media Journal has also been blocked by Google 
News, in connection with articles that were critical of Islam.60

 Given the importance that information on public affairs serves in produc-
ing an informed electorate capable of the task of democratic self-government, 
and given Google News’s express promise to provide such information in 
an objective, unbiased, uncensored manner in which (unlike a newspaper 
 publisher) it is not performing an editorial function, these acts of censorship 
are particularly troubling.



14 Chapter 1

Censorship in Google’s General Search Engine 
and Sponsored Links
Google has also engaged in acts of manipulating its search results and rank-
ings and censoring its associated “sponsored links”—the brief text messages 
that are keyed to search terms entered by Google users. In an example of the 
first, SearchKing, a search engine optimization website, alleged that Google 
reduced its “PageRank” from eight to zero—thereby effectively banishing it 
from the universe of sites accessible via a Google search—because Google per-
ceived SearchKing as a competitor.61 Google’s search engine has also banished 
from existence websites that are critical of its practices.62

 In addition, Google has censored the sponsored links it makes available 
on its site. Because of Google’s predominance in the search engine market, 
the ability to secure a sponsored link responsive to Internet users’ interests 
and keyed to search terms is a critically important vehicle for expressing 
one’s message on the Internet. Indeed, for many advocacy groups and less 
well-known causes whose sites do not otherwise enjoy substantial web traffic, 
sponsored links serve as an important means of drawing attention to their 
content and their cause. Google has wielded its power in connection with the 
billions of searches users perform each month to restrict such expression—in-
cluding political speech that would fall within the core of the First Amend-
ment’s protection. Referring to its policy of refusing to accept sponsored links 
that contain “sensitive issues” or that “advocate against any individual, group, 
or organization,”63 Google has refused to host a range of political, religious, 
and critical social commentary in the form of the sponsored links themselves, 
as well as the websites linked to by these sponsored links.64 Google has re-
quired prospective content providers to alter the content within their spon-
sored link text—as well as within their websites themselves—as a condition 
for hosting such links. Furthermore, Google’s speech regulations and restric-
tions apply not only to Google’s site but also to Google’s partners, including 
America Online, Ask Jeeves, Netscape, CompuServe, AT&T, The New York 
Times, and EarthLink.65

 One of the “sensitive issues” on which Google substantially restricts com-
munications is the discussion of abortion. Although Google apparently ac-
cepts sponsored links on abortion-related topics from certain religious and 
pro-choice viewpoints, it refuses to accept sponsored links that discuss abor-
tion from a religious viewpoint or that make any reference to religion.66 Thus 
an individual searching for the term abortion within Google’s search engine 
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will be presented on Google’s home page with sponsored links on abortion 
from one viewpoint or perspective but not from others.67 The Christian In-
stitute, a British lobbying and education organization, recently sought to 
purchase a link from Google that would have read, “UK abortion law—news 
and views on abortion from the Christian Institute. www.christian.org.uk.” 
Adhering to its policy of not accepting sponsored links for websites that con-
tain “abortion and religion-related content” together, Google refused to allow 
the organization to acquire the link. The Christian Institute has brought suit 
against Google, claiming that Google’s refusal to accept its sponsored link 
violates Britain’s anti-discrimination laws.68

 Google also singles out for special treatment links that are sponsored by 
the Church of Scientology and requires that particular language appear in 
links sponsored by this church. No other religion is subject to the requirement 
that particular language be contained within its sponsored links.69

 Google has substantially restricted political expression in its sponsored links. 
In implementing its policy of refusing to host sponsored links that “advocate 
against any individual, group, or organization,” Google has wielded this power to 
restrict speech in favor of certain political positions. W. Frederick Zimmerman, 
who maintains a political website called the Zimmerblog, sought to advertise 
his book Basic Documents About the Detainees at Guantanamo and Abu Ghraib, 
which contained the full text of several key court opinions, including Hamdi 
v. Bush, Rumsfeld v. Padilla, and Rasul v. Bush, as well as various applicable 
Geneva Convention documents. Once Google became aware of the material 
Zimmerman was linking to via this sponsored link, it suspended Zimmerman’s 
account, informing him that “Google policy does not permit the advertisement 
of websites that contain ‘sensitive issues.’”70 Similarly, Google refused to allow 
Republican Senator Susan Collins’s campaign to acquire a sponsored link that 
was critical of left-leaning advocacy group MoveOn.org. Collins wished to ac-
quire sponsored links with text such as “Help Susan Collins stand up to the 
MoveOn.org money machine.” Google apparently declined to allow such spon-
sored links on the grounds that they contained the trademark-protected term 
MoveOn.org. Yet Google has allowed others to refer to trademark-protected 
terms in a critical manner (and such critical references would clearly be pro-
tected by the First Amendment).71

 In another such incident, John Perr, author of the Perrspectives website, 
which contains “left-of-center” political commentary, sought to advertise his 
website via a Google-sponsored link with an advertisement titled “The Liberal 
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Resource—Analysis, Commentary, and Satire—Complete Liberal Resource 
Center.” The linked-to website contained an article written by Perr that was 
critical of George W. Bush and that characterized the president as “secretive, 
paranoid, and vengeance-filled.” Once Google became aware of this language 
within Perr’s article, it informed Perr that his link was being removed because 
it linked to a website that contained text that was critical of Bush and therefore 
inappropriately “advocates against an individual, group, or organization.”72

 Similar incidents of Google restricting political expression in the form of 
sponsored links abound. Political activist Christopher Langdon sought and 
was refused the right to purchase from Google sponsored links for two politi-
cal websites: (1) www.ncjusticefraud.com, in which Langdon claimed that the 
attorney general of North Carolina lied to the United States Supreme Court; 
and (2) www.chinaisevil.com, a website maintained by Langdon that is criti-
cal of the Chinese government. Google’s refusal to allow Langdon to secure a 
sponsored link to the latter site is noteworthy in light of Google’s collabora-
tion with the Chinese government to create a censored version of Google’s 
search engine for use within China.73

 When The Nation sought to secure a sponsored link headlined “Bush 
Lies,” Google refused, referring again to its policy against links that advocate 
against any individual, group, or organization.74 When the owner of a T-shirt 
shop in Los Angeles sought to secure a sponsored link from Google, he was 
told that Google would not accept his link unless he removed from his site 
all T-shirts with slogans critical of George W. Bush.75 When Unknown News 
sought to link to a site providing anti-Iraq-war bumper stickers with a spon-
sored link headlined “Who Would Jesus Bomb?,” Google censored the link, 
claiming (with unintended irony) that it was in violation of its policy against 
“sites that promote hate, violence, racial intolerance, or that advocate against 
any individual, group, or organization.” When Unknown News responded to 
Google’s decision by explaining that it merely “advocates against the killing 
of thousands of Iraqis,” Google (apparently implementing its own version of 
the Fairness Doctrine)76 explained that it would only reinstate the link if the 
website was edited “to show both sides of the argument” over attacking Iraq.77

 Google’s policy of refusing to host sponsored links that advocate against 
any individual, group, or organization has impaired the ability of nonprofit 
advocacy organizations to communicate their message to Internet users. Be-
cause many advocacy groups advocate against other entities, it is difficult for 
such entities to express their message in a manner that complies with Google’s 
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policy. For example, the nonprofit environmental group Oceana sought to 
secure a sponsored link criticizing Royal Caribbean Cruise Line’s environ-
mental policies under the headline “Help us protect the world’s oceans.” Two 
days after hosting Oceana’s sponsored link, apparently in response to pres-
sure from Royal Caribbean, Google pulled the Oceana advertisement, per its 
policy prohibiting links criticizing groups or companies.78

•  •  •

In short, Google—as the dominant Internet search engine and news aggrega-
tor—enjoys and exercises substantial control over the content of news head-
lines presented via Google News and over search result links and sponsored 
links that appear on Google News’s and Google’s main search page—the first 
place to which U.S. citizens turn over six billion times a month for informa-
tion on the Internet.79

Censorship by ISPs Under the Digital Millennium Copyright Act
In addition to broadband providers, dominant search engines, and news ag-
gregators censoring Internet content at their own volition, many ISPs are 
induced by content owners to censor content in accordance with a recent 
amendment to the Copyright Act. The overwhelming majority of ISPs accede 
to such requests, given the strong incentives for them to do so provided under 
that amendment. Prior to the passage of the Digital Millennium Copyright 
Act (DMCA), service providers had no particular incentive to accede to cen-
sorship requests made by content owners. Thus when the Church of Scientol-
ogy in 1995 objected to the critical use of the church’s texts by a disaffected 
Scientology minister, the church’s request that the minister’s ISP remove such 
allegedly infringing texts fell on deaf ears. In the absence of any particular 
incentive to comply with this request, Netcom chose to protect the free speech 
and fair use rights of the former minister who posted texts critical of the 
church and refused to censor such expression.80

 Service providers’ decision-making calculus was radically altered in 1998 
by Congress’s passage of the DMCA.81 Section 512 of the DMCA establishes a 
quid pro quo that facilitates censorship and that benefits and protects ISPs at 
the expense of the free speech and fair use rights of Internet users. The Act 
grants service providers the means to limit their liability for direct and indi-
rect copyright infringement if they agree to remove content posted by their 
subscribers that content owners claim is infringing.82 Under the notice and 
take-down provisions of Section 512, a copyright owner may provide a notice 
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to a service provider that it believes the service provider is hosting or other-
wise facilitating infringing content.83 Upon receipt of such notice, the service 
provider must expeditiously cease its hosting (or other means of facilitating) 
such allegedly infringing content in order for the service provider to secure 
the benefits of the statute’s limitations of liability. Although the statute also 
provides a mechanism for the Internet user who made such content available 
to defend his or her use (via a “counter-notification”84), this mechanism is 
problematic and has had limited effect on the censorship of content enabled 
under Section 512.85

 Prior to the passage of the DMCA in 1998, in order to secure the removal 
of allegedly infringing content made available on the Internet, a copyright 
owner would have needed to prevail in a copyright infringement lawsuit (or 
prevail on the ISP to remove such content). Armed with the DMCA, copyright 
owners today merely need to send a notice to the ISP requesting take down, 
and the ISP that facilitates such content—having the incentive to secure the 
limitations of liability promised it under 512—will likely readily comply, by 
“expeditiously” removing or disabling access to the content.86 In effect, this 
provision enables a copyright owner to secure the equivalent of a temporary 
restraining order—a court order mandating that the allegedly infringing con-
tent be removed but without benefit of judicial process.
 In another powerful example of “censorship by proxy,”87 thousands of 
copyright owners have successfully induced ISPs to censor critical or unflat-
tering uses of their copyrighted content—even in cases in which such uses 
would clearly be considered non-infringing, fair uses under the Copyright 
Act. After the passage of the DMCA, for example, when the Church of Sci-
entology sought to wield its power under Section 512 to censor allegedly in-
fringing content, it was readily able to do so. In 2003, the Church submitted a 
512 notice and take-down request to Google, requesting that Google remove 
the anti-Scientology website Xenu.net from its index—so that this site critical 
of the Church would essentially be rendered invisible to the vast majority of 
Internet users who rely on Google to present the world of Internet content to 
them. Under the DMCA regime, Google complied with the church’s request 
and removed its link to the site—so that users searching for information on 
Scientology via Google’s search engine would no longer be presented with this 
critical website on the search results page.88

 Under the DMCA notice and take-down regime, copyright owners—and 
businesses more generally—have wielded their rights under Section 512 to 
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censor speech that is critical of them. In another example of such censorship, 
after the controversial 2000 presidential election, Diebold—the manufacturer 
of much-criticized voting machines—successfully wielded Section 512 to in-
duce many ISPs to censor discussions of flaws in its voting machines that were 
critical of and embarrassing to Diebold—even where such discussions were 
clearly protected as fair use.89 Indeed, the use of Section 512 to suppress and 
silence the Internet speech of one’s critics is apparently becoming a common-
place tactic for businesses. A 2005 Forbes magazine article encourages busi-
nesses that are criticized online to

Attack the host. Find some copyrighted text that a blogger has lifted from your 
web site and threaten to sue his Internet service provider under the Digital Mil-
lennium Copyright Act. That may prompt the ISP to shut him down.90

 A recent detailed analysis of the thousands of uses of Section 512 to secure 
take downs of content by ISPs reveals a “high incidence of questionable uses 
of the process . . . to create leverage in a competitive marketplace, to protect 
rights not given by copyright . . . , and to stifle criticism, commentary and fair 
use, [resulting in a] continuous and perhaps unquantifiable effect on public 
discourse.”91

•  •  •

 How exactly do broadband service providers and other Internet speech 
conduits censor Internet expression on the basis of its content or other char-
acteristics? In the next section I explain the role that broadband providers 
serve in facilitating the transmission of expression, how private entities came 
to own and control the conduits for expression over the Internet, and the ways 
in which they are able to censor or otherwise discriminate against informa-
tion and expression on the basis of content.

the Fundamentals of internet data transmission

All information over the Internet is transmitted via “packet switching,” a 
method by which computers break apart data into variable-size “packets” and 
forward these packets through connecting computers to recipient computers 
that, in turn, reassemble them.92 Each such packet contains its own source, 
destination, and reassembly information.93 Using packet-switching technol-
ogy, large pieces of information (such as a song, movie, or document) are 
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broken into various packets, and those packets are dispersed and communi-
cated via different pathways, until they reach their ultimate destination and 
are reassembled.94 Using the Transmission Control Protocol/Internet Protocol 
(TCP/IP), developed by the U.S. Department of Defense’s Advanced Research 
Projects Agency (DARPA), various computer networks are able to interconnect 
and exchange data using packet-switching technology. To implement the TCP/
IP interconnection protocol, individual networks must be interconnected by 
interface devices called switchers or routers.95 Packets of data are then trans-
mitted from one interface device to another via transmission links.96

 The interconnection of computer networks via the TCP/IP protocol grew 
markedly during the 1970s and 1980s under the aegis of the National Science 
Foundation (NSF), driven largely by the desire of scientists and other research-
ers to communicate via electronic mail.97 The NSF and DARPA collaborated on 
various projects to connect U.S. universities to the Internet. In 1988, the NSF 
collaborated for the first time with a consortium of private-sector organiza-
tions to complete a long-distance wide-area network (known as the NSFNET 
backbone). With substantially increased usage of this network, in 1992 traffic 
on NSFNET was near capacity, and the consortium of private-sector entities 
established a private organization called Advanced Networks and Services to 
build a new “backbone” with substantially greater capacity. This marked the 
first time that a private entity, instead of a U.S. government agency, substan-
tially owned the computers and transmission lines of the Internet backbone.98 
Shortly thereafter, in 1993 the NSF concluded that the Internet was growing 
too fast for the NSF to continue managing it, and decided to delegate the man-
agement of the Internet backbone to private, commercial operators. Around 
this time, the prohibition on the exchange of commercial activity on the In-
ternet was lifted,99 and the conditions were in place for the development of the 
Internet as we know it, with the ownership and control of the Internet’s infra-
structure transferred from U.S. government entities to private hands. By 1995, 
this growing network of private, commercial Internet backbones had replaced 
the NSFNET backbone, marking in effect the privatization of the Internet’s 
infrastructure.100

 The Internet presently comprises thousands of individual networks that 
are overwhelmingly privately owned.101 Packets of data travel over the Internet 
from their originating computer across various networks and routers until 
they reach a “last mile” Internet service provider and are thereby directed to 
an end-user computer. These “last mile” ISPs serve to connect end users to the 
various networks composing the Internet backbone.
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 In the early days of the Internet’s commercial development, most users 
were connected to the Internet via a narrowband or dial-up telephone con-
nection and a modem, through which information was transmitted over the 
traditional telephone system’s copper wire lines. Over the past decade, users 
have increasingly begun to connect to the Internet using significantly faster 
broadband technologies, via coaxial cable wirelines, digital subscriber lines 
(DSL), wireless technology, fiber-optic wirelines, and broadband-over-power-
line technologies, among others.

discrimination against internet Content

As Internet content becomes more bandwidth-intensive and as last-mile 
broad band providers seek to advance their own commercial interests, these 
providers increasingly have the incentive and the ability to discriminate 
against different types of content and applications that they are charged with 
transmitting. To do so, ISPs must be able to discern relevant information 
about such content and applications. Recall that such content is broken down 
into component packets before it is transmitted. Each packet’s header con-
tains the Internet Protocol (IP) address of its source and destination, as well as 
several pieces of information pointing to the type of program or application 
needed to open or access the content.102 “Deep packet inspection” technologies 
are now being developed and employed to examine the content contained in 
packets and to search for and take certain actions based on designated key 
words. These technologies can be implemented by ISPs to discover informa-
tion about certain types of content in packets, and, on the basis of that infor-
mation, to block, filter, or otherwise discriminate against that content.103

 Broadband providers have the ability, the incentive, and—if the status quo is 
maintained—the legal authority to discriminate against disfavored Internet con-
tent in a variety of ways. While historically ISPs have transmitted content over 
their pipes in one of two content-neutral, nondiscriminatory methods—either 
a “first-in-first-out” or a “best efforts” basis104—ISPs are now developing means 
to discriminate against data on the basis of the data’s source, destination, users’ 
identity, data type, port, or content. Such means of discrimination include out-
right blocking or dropping disfavored data or delaying the transmission of such 
data by sending it over a more heavily used connection.105 For certain types 
of latency-sensitive106 applications such as VoIP or bandwidth-intensive video 
content, an ISP’s decision to degrade or delay transmission is tantamount to 
blocking such data. Conversely, an ISP might choose to favor certain data on 
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the basis of certain of its characteristics. For example, an ISP might grant pri-
oritization of transmission to its own content or to affiliated or favored con-
tent—in the process (relatively) degrading the transmission of unaffiliated or 
disfavored content. Such prioritization and degradation can be implemented 
by providing separate physical or logical channels for different types of data 
(sending preferred data over a lightly used connection, reserving capacity or 
bandwidth for preferred data, or sending disfavored data over a heavily traf-
ficked connection).107

 It is quite difficult for content providers or end users to know for certain 
whether broadband providers are discriminating against their content. While 
it is rather straightforward for an intended recipient to determine if content 
is being outright blocked (once the recipient is clearly notified by some other 
means that such content has been sent and he or she is expecting to receive it), 
it is more difficult for the sender to make such a determination. And, it is very 
difficult for the sender or the recipient to determine whether information is 
degraded in its transmission by an ISP. As Lawrence Lessig explains, Internet 
users may interpret ISPs’ degradation of content simply as “congestion” on the 
network, and may not be able to perceive—or respond to—ISPs’ acts of inten-
tional degradation.108

 ISPs that serve as email providers or website hosts can also block con-
tent in emails or websites by using filtering software, and can use “packet 
sniffers”109 to block access to other types of connection protocols. Filtering 
software can block content using a variety of methods. First, and most sim-
ply, such software can block particular disfavored words or phrases, such as 
sexually related terms. Such software could be configured simply to block all 
websites or emails that contain any designated disfavored words. These days, 
software filters have advanced beyond simply blocking content on the basis of 
the presence of particular words and now employ sophisticated (albeit quite 
imperfect110) algorithms to determine which content to block, although they 
still suffer from substantial underblocking and overblocking problems.111 The 
algorithms or processes that filtering software programs employ to determine 
which content to block are created by those who design such software and 
constitute a substantial portion of the program’s value. As such, they are typi-
cally protected as trade secrets. Thus an ISP implementing filtering software 
developed by a third party typically has no way of knowing which content 
will actually be blocked by the software or the criteria used by the software to 
filter out content. More important, Internet users who depend upon the ISP 
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for communicating with others have no way of determining which content or 
applications will be blocked by such upstream filtering. You never know what 
you are missing.
 In summary, with the use of deep packet inspection technology, packet 
sniffers, and software filters, broadband providers and other conduits for In-
ternet speech have the technological means to censor and otherwise discrimi-
nate against the expression that they are charged with facilitating. Broadband 
providers, which enjoy monopoly or duopoly status in residential markets,112 
have the incentive to restrict speech that disfavors their market (or other) in-
terests and to facilitate speech that favors their interests. And, given the recent 
actions by the FCC and the Supreme Court to remove constraints on the dis-
cretion of Internet speech conduits, such conduits enjoy the legal authority to 
censor or otherwise discriminate against whatever expression they choose.

•  •  •

 In sharp contrast to the utopian vision of the Internet as an open, public 
forum that enables individuals to exercise their free speech rights in an un-
precedented manner, the Internet is actually in danger of becoming a forum in 
which speech is subject to control by a few dominant actors. Historically, the 
FCC would have imposed the common carriage doctrine’s nondiscrimination 
requirements on such conduits, or courts might have treated such dominant 
players as state actors controlling access to public forums. With the recent 
contraction of these doctrines, broadband providers such as Comcast are able 
to select and promote content of their choosing and to censor disfavored con-
tent. Similarly, Internet search engines such as Google—which serve as the 
gatekeepers to billions of web pages for the vast majority of Internet users—
enjoy unfettered power to censor the speech that is made available to users via 
their portal. And, after the passage of the Digital Millennium Copyright Act, 
ISPs have an even greater incentive to censor speech. Because these are pri-
vate restrictions on speech, the negative conception of the First Amendment 
renders the state impotent to address or remedy such censorship. In contrast, 
under an affirmative conception of the First Amendment, the state would en-
joy the power to insert itself into the market for Internet speech to regulate 
private conduits where necessary to ensure that channels remain open for the 
nondiscriminatory communication of information and ideas.
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aNY disCussioN oF the meaNiNG oF the First ameNdmeNt’s 
free speech guarantee might well begin with the text itself: “Con-

gress shall make no law . . . abridging the freedom of speech, or of the press. . . . ” 
This seemingly straightforward mandate has been subject to volumes of theo-
ries of interpretations since its adoption—theories of why freedom of expres-
sion is so highly valued in our society, of what types of expression fall within 
the scope of the Amendment’s protection, and of what types of entities are 
prohibited from abridging the freedom of expression. While these interpreta-
tional questions are all interrelated, I focus my attention on the latter inquiry—
exactly which types of entities are prohibited from abridging individuals’ 
freedom of expression? Should powerful “private” conduits of expression be 
held to fall within the scope of this prohibition, in addition to “Congress”? If 
so, is the state permitted to regulate to ensure the free flow of information in 
the hands of these private entities? Under what circumstances? Should we trust 
the state to regulate in order to advance these goals? In this chapter I focus on 
this interpretational strand of First Amendment theory and on what I refer to 
as the affirmative and negative conceptions of the First Amendment.
 Simply stated, under the negative conception of the First Amendment, free-
dom of expression is a “negative liberty,”1 and the state’s primary (or only) role 
is a negative one—to get out of the way and to allow (well-functioning, com-
petitive) marketplaces for speech to flourish free of state intervention. Under the  
affirmative conception, in contrast, the state is justified in doing more than noth-
ing; rather, it is justified in intervening in marketplaces for speech to achieve  
important societal goals—to bring about conditions necessary for democratic 
self-government—by prohibiting discrimination by powerful conduits of expres-
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sion or by facilitating expression from a multiplicity of viewpoints and delibera-
tion and debate on matters of public and societal importance.
 The negative and affirmative conceptions of the First Amendment each 
enjoyed predominance at various stages of free speech jurisprudence over the 
past one hundred years. The prevalence of one over the other has depended on 
many factors, including the stage of development of the mediums for expres-
sion at issue and the philosophical and economic theories dominant among 
policymakers and justices. Whereas the affirmative conception flourished in 
the early days of the broadcasting regime and the Supreme Court’s early adop-
tion of the state action and public forum doctrines in the mid-twentieth cen-
tury, the negative conception currently enjoys predominance.

milton, mill, and holmes: “Free trade in ideas” 
and the roots of the Negative Conception

The negative conception of the First Amendment has its roots in Justice Oliver 
Wendell Holmes’s “free trade in ideas” or “marketplace of ideas” theory of the 
First Amendment. Under the negative conception, the free speech guaran-
tee is best fulfilled by placing primacy on the individual speech decisions of 
market actors, unfettered by state interference—and state interference only. 
 Holmes, in turn, was strongly influenced by his intellectual predecessors, 
John Milton and John Stuart Mill. Milton, while primarily renowned as one 
of the greatest English poets, was also an outspoken opponent of state censor-
ship. In response to a statute passed by the English parliament that prohibited 
publication of any book without government approval, Milton argued force-
fully in favor of freedom of expression against governmental censorship. In 
this representative passage from his Areopagitica, Milton set forth the foun-
dation for the marketplace of ideas conception of freedom of expression, on 
which Mill and Holmes later relied:

And though all the winds of doctrine were let loose to play upon the earth, so 
Truth be in the field, we do injuriously by licensing and prohibiting to misdoubt 
her strength. Let her and Falsehood grapple; who ever knew truth put to the 
worse, in a free and open encounter?2

Two centuries later, John Stuart Mill carried forth Milton’s metaphor in his 
opposition to government censorship and expressly adopted a “free trade in 
ideas” conception of the free speech guarantee:
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But the peculiar evil of silencing the expression of an opinion is, that is robbing 
the human race; posterity as well as the existing generation; those who dissent 
from the opinion, still more than those who hold it. If the opinion is right, they 
are deprived of the opportunity of exchanging error for truth; if wrong, they 
lose, what is almost as great a benefit, the clearer perception and livelier impres-
sion of truth, produced by its collision with error.3

According to this early articulation of the free trade in ideas or marketplace 
conception, entrusting members of society with the power to express and 
form their opinions and decisions free of state censorship is the most effective 
means of achieving the societal goal of ultimate truth.
 As noted, the free trade in ideas conception espoused by both Milton 
and Mill strongly influenced Justice Oliver Wendell Holmes, who authored a 
number of influential decisions in the early twentieth century that heralded 
the emergence of modern First Amendment jurisprudence. Under Holmes’s 
conception of free speech, only when individuals are able to express them-
selves without state intervention can a number of competing views freely col-
lide and compete in the marketplace of ideas, with the most meritorious ideas 
winning out in this competition. The role for the state in this model is sim-
ply to refrain from interfering with the marketplace (beyond remedying any 
market failures or imperfections that arise). The kernels of this conception of 
the First Amendment were articulated by Holmes in a series of opinions writ-
ten in the early days of modern First Amendment jurisprudence. In his first 
noteworthy First Amendment opinion, Justice Holmes dissented from a deci-
sion upholding the prosecution of five individuals for encouraging resistance 
to the United States’s position in World War I. In Abrams v. United States,4 
 Holmes emphasized the importance of a robust marketplace of ideas consti-
tuted by individuals’ free speech decisions, free of state censorship:

[T]he ultimate good desired is better reached by free trade in ideas—the best 
test of truth is the power of the thought to get itself accepted in the competi-
tion of the market. . . . That at any rate is the theory of our Constitution. It is an 
experiment, as all life is an experiment. . . . While that experiment is part of our 
system, I think that we should be eternally vigilant against attempts to check the 
expression of opinions that we loathe and believe to be fraught with death. . . . 5

 In these early influential First Amendment opinions, Justices Holmes 
 adopted the marketplace of ideas or free trade in ideas theory in opposition 
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to government censorship, which happened to be the major form of censor-
ship with which speakers were then confronted. Since that time, the free trade 
in ideas metaphor has generally been advanced to support a conception of 
the free speech guarantee in which the government—and only the govern-
ment—is prohibited from restricting the free trade in ideas.6 According to this 
conception, speech and the ideas embodied in speech are conceptualized in a 
manner analogous to other market goods, upon which market forces should 
be allowed to operate freely. Under this conception, the state does best by 
trusting the market to bring about the proper allocation of all such goods as a 
result of the competition in the marketplace. This model functions “in much 
the same way as the Darwinian theory of evolution: the assumption is that 
after combat, the best ideas will emerge triumphant.”7

 Modern adherents to the negative conception of the First Amendment 
share this approach. According to such theorists, the same laissez-faire ap-
proach that economic theory applies with respect to economic goods in the 
market applies to speech. The recent trend toward deregulation in communi-
cations law, discussed further on, embodies an endorsement of this negative 
conception. Under this conception, “the First Amendment requires . . . a free 
speech market or a system of unrestricted economic markets in speech [in 
which] government must respect the forces of supply and demand.”8 Unfet-
tered competition in the marketplace for speech is the appropriate mechanism 
for bringing about First Amendment goals—with “unfettered” essentially 
meaning unfettered by the state. Under the negative conception, the First 
Amendment imposes limits solely on state action that restricts the free trade 
of ideas. Restrictions on speech imposed by private entities—so long as they 
do not rise to the level of antitrust violations—are not considered interfer-
ences with the free speech guarantee. Rather, consistent with the importance 
placed on private ownership of property under this conception, restrictions on 
speech imposed by private entities are conceptualized as market forces them-
selves that must be allowed to operate freely. In essence, “it is as though the 
First Amendment placed a zone of non-interference around each individual, 
and the state—and the state alone—was prohibited from crossing that bound-
ary.”9 Under the negative conception, speech restrictions imposed by private 
entities—such as broadcasters or broadband providers—are not inconsistent 
with the right to freedom of expression, but rather are conceptualized as the 
legitimate prerogative of the winners of the competition in the market. Just 
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as we should not be concerned if market forces lead to the dominance by two 
major brands of toothpaste (and the demise of consumers’ third and fourth 
favorite brands), we should not be concerned if market forces lead to the dom-
inance of two major broadcasters or broadband providers, where the winners 
get the spoils—including the power to censor disfavored expression. Accord-
ingly, in the negative conception of the First Amendment, the primary (or 
only) justification for government intervention in the marketplace for speech, 
like in economic markets, is provided under antitrust law. The state is only 
justified in breaking up interferences with the operation of the free market for 
speech and protecting against monopolistic effects within such markets.10

 This negative conception of the First Amendment has been subject to tren-
chant criticisms. Jerome Barron, an early and influential critic of the free trade 
conception, contends that in the modern communications era, in which the 
power to speak is controlled by a handful of dominant corporate media play-
ers, the marketplace is impoverished and poses dangers to free expression. 
Accordingly, protection against government censorship is insufficient. Rather, 
to render the marketplace for speech meaningful, the government must do 
more than nothing; it must intervene to grant individuals access to the media, 
to secure meaningful opportunities for individuals to compete and be heard 
within this marketplace:

There is inequality in the power to communicate ideas just as there is inequal-
ity in economic bargaining power. . . . The “marketplace of ideas” has rested on 
the assumption that protecting the right of expression [from government cen-
sorship] is equivalent to providing for it. But changes in the communications 
industry have destroyed the equilibrium in that marketplace. A realistic view 
of the First Amendment requires recognition that a right of free expression is 
somewhat thin if it can be exercised only at the sufferance of the managers of 
mass communications.11

 Barron claims that because of inadequacies in the marketplace for ideas in 
the era of mass communications dominated by a few market players, govern-
ment intervention to ensure meaningful access to the marketplace is neces-
sary. If powerful media entities—broadcasters, major metropolitan newspa-
pers, or, today, broadband providers—can restrict access to the marketplace, 
then even on its adherents’ own terms the marketplace conception of the free 
speech guarantee is not viable. Although the ease of entry and access to the 
Internet medium might at first blush render Barron’s critiques of the market-
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place metaphor inapt in this forum, in fact the control that powerful gate-
keepers exercise over Internet speech renders Barron’s critique as timely as 
when it was first advanced.12

 The critique that Barron advances of the negative conception essentially 
accepts and works from within the premise that a marketplace of speech to 
which individuals have meaningful access13 and in which the free flow of 
expression is unrestricted will result in the attainment of truth at a societal 
level.14 Other critiques of the negative conception of the First Amendment 
strike at the heart of the marketplace model by challenging its initial premise.

Public deliberation, democratic self-Government, and  
the aff irmative Conception of the First amendment

The negative conception of the First Amendment, which garnered widespread 
support among policymakers and Supreme Court justices in recent decades, 
has been subject to vigorous criticism by those who conceptualize the First 
Amendment as advancing a different set of values—public, nonmarket values 
that are central to democratic self-government. Affirmative conception theo-
rists contend that speech that is valuable within our democratic system may 
not be adequately protected within a marketplace model, in which we essen-
tially treat speech like other commodities and entrust speech decisions solely 
to the market. Under the affirmative conception of the free speech guarantee, 
as Cass Sunstein explains:

It is important to ask . . . whether unregulated markets actually promote a well-
functioning system of free expression. . . . Such a system is closely connected  
to the central constitutional goal of creating a deliberative democracy. In such a  
system, politics is not supposed merely to protect pre-existing private rights . . . 
[or] to aggregate existing private preferences. . . . Instead it is designed to have an 
important deliberative feature, in which new information and perspectives influ-
ence social judgments about possible courses of action [and through which] both 
collective and individual decisions can be shaped and improved. . . . The system of 
free expression is the foundation of this process. One of its basic goals is to ensure 
broad communication about matters of public concern among the citizenry at 
large and between citizens and representatives.15

 In his writings espousing an affirmative conception of the free speech 
guarantee, Sunstein builds upon the theory of the First Amendment advanced 
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by Alexander Meiklejohn, who placed substantial emphasis on the impor-
tance of free speech within our system of self-government. According to Mei-
klejohn’s theory, freedom of expression is protected precisely because—and to 
the extent that—it contributes to the process of self-government:

[The] principle of the freedom of speech springs from the necessities of the pro-
gram of self-government. It is not a law of Nature or of Reason in the abstract. 
It is a deduction from the basic American agreement that public issues shall be 
decided by universal suffrage.16

According to Meiklejohn’s theory, for self-government to function effectively, 
members of the polity must be exposed to a wide variety of conflicting view-
points on matters of public importance, so that they can evaluate and develop for 
themselves informed opinions on such matters. Accordingly, “conflicting views 
must be expressed, not because they are valid, but because they are relevant.”17

 While Meiklejohn would have limited the First Amendment’s protection to 
speech involving the consideration of matters of public interest,18 his intellectual 
successors who advance various affirmative conceptions of the First Amend-
ment, including Cass Sunstein and Owen Fiss, would extend First Amendment 
protection to more speech on the grounds that freedom of expression on a 
broader range of matters of public and societal importance is essential to our 
system of self-government. Sunstein advances a model for a system of free 
expression that embodies a commitment to “broad and deep attention to pub-
lic issues” and to “public exposure to an appropriate diversity of views.”19 He 
criticizes the marketplace model for its failure to embody the values that con-
stitute the core of our system of democratic self-government. First, he claims, 
dissident or other countermajoritarian speech—which ipso facto is at a dis-
advantage in a marketplace model—may not be sufficiently protected within 
such a model. Second, individuals in their speech decisions may not choose 
to consume or produce an objectively desirable amount of speech necessary 
for meaningful democratic self-government bearing on public affairs. For 
example, in the market for expression on television, individuals may choose 
to watch game shows or sitcoms instead of presidential debates or in-depth 
analyses of the war with Iraq. If subjected purely to individual consumption 
choices and market forces, expression bearing on matters of public impor-
tance may not secure sufficient audiences and may lose out in market compe-
tition. As Sunstein considers these issues:
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Imagine . . . a new country . . . proposed the following explicit rule: The right to 
speak will be allocated to those people to whom other people are willing to pay 
enough to entitle them to be heard. Suppose in other words that the allocation 
of speech rights was decided through an ordinary pricing system, like the allo-
cation of soap, or cars, or candy. It would follow that people would be prevented 
from speaking, or from having significant access to listeners, if other people 
were not willing to pay enough to entitle them do so. . . . The hypothesized 
system of allocation, based on private willingness to pay, would . . . significantly 
endanger political deliberation.20

 In other words, affirmative conception theorists claim that we should not 
trust a system of free speech characterized by free markets to facilitate the 
discussion of and deliberation on matters of public and societal importance 
that is necessary for a well-functioning system of democratic self-government, 
nor to ensure that a diversity of viewpoints (including unpopular, dissident, 
counter-majoritarian viewpoints) are able to be expressed. On the affirmative 
conception of the free speech guarantee, the state is justified in intervening in 
the market to bring about an objectively desirable amount of speech on mat-
ters of public and societal importance.
 Whereas Sunstein advances essentially a paternalistic justification for the 
affirmative conception of the free speech guarantee, other theorists view 
speech on matters of public importance as a proper object of self-paternalism. 
Lee Bollinger contends that members of the polity may justifiably turn to pub-
lic institutions to alter and override their individual speech consumption de-
cisions. He explains that there is more than one way for individuals to exercise 
choice: they may exercise choice by flipping the channel to the sitcom instead 
of the presidential debate, but they may also exercise a higher-level, more de-
liberative choice by voting for legislators who support state intervention in the 
market to facilitate deliberation and debate on matters of public importance. 
Such self-paternalism is nonetheless a choice, and a more considered one at 
that. As Bollinger contends:

It may fairly be asked by people who strongly favor the free market approach 
exclusively, if there is no market failure . . . , then why should we permit govern-
ment regulation . . . when it seems entirely possible for people to implement 
their desires through the market system: If people want balanced discussion 
of public issues, then let them demand it. And if they don’t demand it, then 



32 Chapter 2

perhaps we should assume they don’t want it. . . . [T]he question is whether the 
majority may, if it chooses, sensibly turn to public institutions and regulations 
as a means of altering to some degree the choices they see themselves making 
in the open market. . . . 21

Self-paternalism in such instances supports citizens’ higher-order determina-
tions that it is in their best interests as citizens in a democracy for the state 
to intervene in speech markets. Implementing an institutional structure that 
respects both citizens’ immediate choices and their higher-order, more con-
sidered choices is nothing new:

[T]he issue cannot be whether or not it is wise for society to set up different, 
or special, social institutions for the purpose of fostering certain values that are 
thought likely to be undervalued by any other method of social decision-making, 
for that is the common view of the First Amendment and the Supreme Court.22

 The affirmative conception of the First Amendment recognizes that indi-
viduals have a right to participate in democratic self-government by express-
ing their views, and in turn by being exposed to a diversity of viewpoints, 
on matters of societal and public importance. These rights create correlative, 
affirmative obligations on the part of would-be powerful censors—whether 
public or private—to facilitate a diverse range of speech on matters of societal 
and public importance. The state is justified in regulating powerful private 
conduits and private owners of forums for speech where necessary to facilitate 
such speech. Whereas the negative conception erects a barrier to state inter-
vention in the marketplace for speech to preserve the laissez-faire ordering of 
the market, the affirmative conception guards against both public and power-
ful private censorship of expression within the “marketplace” for expression. 
In essence, under the affirmative conception, in order to advance the core free 
speech goals that are essential to a well-functioning democracy, the state may 
need to do more than nothing—more than itself not censoring speech.

Freedom of expression for whom— 
speakers or Conduits of speech?

The affirmative conception of the First Amendment prioritizes the expressive 
interests of individuals over the expressive interests of conduits for expres-
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sion, such as broadcasters or broadband providers in today’s speech market. 
Certain affirmative conception theorists arrive at this result by separating the 
analysis of freedom of expression into two components that are accorded dif-
ferent levels of protection—broad protection for freedom of speech for indi-
viduals, and limited protection for freedom of the press for conduits of ex-
pression.23 Under this approach, freedom of speech for individuals is granted 
near-absolute protection against restrictions by both public and powerful pri-
vate censors, while freedom of the press is granted more limited protection 
and rendered subservient to the goals of advancing debate and deliberation 
on matters of public importance. In evaluating instances in which a speech 
conduit—a broadcaster or broadband provider—restricts an individual’s free-
dom of expression, this approach does not equally weight the First Amend-
ment “rights” of the conduit against those of the speaker; rather, it considers 
whether the restrictions by the speech conduit serve or disserve deliberative 
democracy. If the speech restrictions thwart the goals of deliberative democ-
racy, then the conduit’s free press rights would be limited in favor of speakers’ 
free speech rights. Under this understanding of the affirmative conception 
of the First Amendment, conduits’ exercise of their “rights” to dominate or 
monopolize the relevant forum for expression impoverishes discussion and 
debate on matters of public and societal importance, and the conduits’ free 
press rights should be limited in favor of individuals’ free speech rights.
 Under the affirmative conception, the right to free speech creates duties on 
the part of public and powerful private speech conduits to facilitate speech. 
The state and other potentially powerful censors of speech have the obligation 
not to discriminate against speech and, further, to take affirmative steps to 
facilitate a diverse range of speech on matters of public and societal impor-
tance. In contrast to the negative conception, under which individuals’ speech 
may be censored by forces that predominate in the marketplace, the affirma-
tive conception views such speech restrictions as illegitimate. The state has 
the right and the duty to intervene in order to check censorship by powerful 
private conduits and forums for expression to advance the preeminent free 
speech goals of facilitating public deliberation and debate.
 To understand the differences between these two conceptions of the First 
Amendment, consider an example in which the market for broadcast tele-
vision or broadband service is dominated by two or three powerful private 
 actors, each of which favors the president’s policy with respect to the war in 
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Iraq. Suppose further that a senator who opposes the war seeks time to air her 
views or to send mass emails or text messages regarding her position on the 
war. Proponents of the negative conception would maintain that the configu-
ration of (pro-war) broadcasters and broadband providers is the legitimate 
outcome of the competition in the marketplace (barring antitrust violations). 
These conduits’ right to make whatever speech decisions they choose is a pre-
rogative that they have rightfully secured by prevailing in this competition. 
If the state were to intervene in such decisions—by enacting a statute requir-
ing equal time or other forms of protection for the expression of the sena-
tor’s antiwar views or prohibiting broadband providers from restricting such 
expression—this would constitute unconstitutional state interference in the 
marketplace for expression. Only the state’s regulation of speech to prevent 
censorship, not the conduits’ censorship itself, would be considered a First 
Amendment violation under the negative conception.
 Under the affirmative conception, in contrast, the restriction by powerful 
private conduits of the senator’s speech would constitute a violation of the free 
speech guarantee that would warrant state intervention. It is the limitation 
by powerful speech regulators of public discussion and debate, and the denial 
of the right to be heard on matters of public importance, that constitutes the 
First Amendment violation, not the state intervention to protect the senator’s 
right to be heard. The affirmative conception evaluates state intervention in 
the marketplace for speech according to its impact on the free speech values 
of public deliberation and debate, rather than by its interference with the deci-
sions of powerful private speech conduits. As Owen Fiss explains, “Autonomy 
may be protected, but only when it enriches public debate, and it might well 
have to be sacrificed when, for example, the speech of some drowns out the 
voices of others. . . . ”24 Accordingly, the affirmative conception concerns itself 
with public as well as powerful private restrictions of speech. When individu-
als’ assertions of a First Amendment right to speak conflict with speech con-
duits’ assertions of a First Amendment right to restrict speech, individuals’ 
free speech rights may trump the conduits’ rights if the exercise of the former 
would enrich the public debate whereas the exercise of the latter would im-
poverish the public debate. The affirmative conception rejects the formalis-
tic distinction between public and private regulation of speech and evaluates 
both types of regulation in terms of their effect on the public deliberation and 
debate necessary for effective democratic self-government.
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the state action Question

One of the strongest criticisms of the affirmative conception grows out of the 
text of the First Amendment itself, which, by its terms, only prohibits Con-
gress (and other governmental entities) from regulating speech. If affirmative 
conception theorists are to successfully maintain that the First Amendment 
is to regulate powerful private actors, they must respond to the criticism that 
only governmental entities may be regulated under the express terms of the 
First Amendment. While I set forth the doctrinal underpinnings of the state 
action doctrine in greater detail in Chapter 5, I explore the general theoretical 
contours of this doctrine here.
 The state action doctrine enjoys a long and complicated history in our 
constitutional jurisprudence. Essentially, the doctrine is best understood as 
the vehicle through which courts enforce the public-private distinction neces-
sary to ensure a zone of personal autonomy for individuals within a liberal 
democracy. This zone of autonomy allows private entities to act as they choose, 
free from the limits and dictates of the Constitution.25 Viewed in this light, 
the state action doctrine maintains the boundary between the public and the 
private that is integral to liberal political theory.26 Under the doctrine as in-
terpreted in the First Amendment context, on the public side, the state—and 
those entities that are functionally equivalent to the state—are prohibited from 
restricting expression. This prohibition on censorship by the state and by those 
with attributes of state power is necessary to protect expressive freedom for 
individuals. Individuals’ expressive freedom, in turn, is necessary for demo-
cratic self-government to flourish. On the private side, individuals must enjoy 
freedom of expression for themselves (as well as the freedom to regulate the 
expression of others on their property).27 This expressive autonomy enjoyed by 
private actors is essential to advance the goal of facilitating a wide and diverse 
array of viewpoints on matters of societal and public importance that is inte-
gral to a well-functioning democracy. In essence, the public-private distinction 
forged by the state action doctrine leaves “private persons and institutions . . . 
presumptively free to act in accordance with manifold and differing values,”28 a 
freedom that is integral to our system of democratic self-governance.
 The difficult question, of course, is where and how to draw the line be-
tween the public and private. Under what circumstances should a nominally 
private entity such as a broadband provider be treated like a private individ-
ual, who must be accorded freedom of expression (and freedom to regulate 
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others’ expression on his or her property)? And under what circumstances 
should such an entity be treated as the functional equivalent of the state, such 
that its power to regulate the expression of others may be held in check by 
constitutional norms?
 Those who espouse a negative conception of the First Amendment gener-
ally adopt a restrictive interpretation of the state action doctrine and draw the 
public-private line so as to regulate only the speech regulations of the govern-
ment itself, leaving all private speech regulators—regardless of their power 
to control or distort public deliberation and debate—immune from scrutiny. 
 Julian Eule and Jonathan Varat, for example, contend that only government 
entities should be subject to First Amendment scrutiny; all other entities 
should enjoy the discretion to regulate whatever speech they choose, regard-
less of the consequences of such regulation.29 These theorists would leave it 
to the market to decide whether to impose checks on the censorial actions 
of owners of powerful private forums and conduits for expression, and extol 
the expressive freedom enjoyed by such entities as essential to individual au-
tonomy and liberty.
 Affirmative theorists, in contrast, eschew the formalism inherent in the 
negative conception’s interpretation and maintain that the state action doc-
trine is best understood as the vehicle through which courts should balance 
(and in fact actually do balance) the interests of those who are seeking to reg-
ulate versus the interests of those whose expression is to be regulated. These 
theorists claim that, in resolving state action questions, courts should (and ac-
tually do) balance the competing claims on either side, instead of engaging in 
a formalistic analysis of the governmental or nongovernmental status of the 
actor involved.30 As the Supreme Court itself articulated this balancing test 
in its seminal First Amendment state action decision, in Marsh v. Alabama: 
“[w]hen we balance the constitutional rights of owners of property against 
those of the people to enjoy [First Amendment freedoms], we remain mindful 
of the fact that the latter occupy a preferred position.”31

 Consistent with this substantive analysis of the public-private distinc-
tion, in construing the state action doctrine in the First Amendment context, 
I maintain that courts should abandon a formalistic approach and should 
undertake a balancing of the relevant competing interests. As I set forth in 
greater detail in Chapter 5, this interpretation of the state action doctrine re-
quires courts to evaluate the privacy, property, and free speech interests of the 



 the First amendment’s Free speech Guarantee 37

entity engaged in the challenged regulation of speech against the free speech 
and access interests of those seeking to exercise their expressive freedoms, 
much as the Supreme Court did in Marsh v. Alabama.
 To illuminate this point, consider another example of two different 
schemes for defining and regulating private property and free speech rights. 
In both states A and B, citizens frequently gather in large, privately owned 
shopping centers like the Mall of America. Many citizens pass through the 
common areas and thoroughfares within these large centers. Suppose that 
individuals protesting the administration’s conduct in connection with the 
war in Iraq wish to pass out leaflets and gather signatures in connection with 
the antiwar movement.32 In state A, suppose that the applicable laws grant 
such large suburban shopping centers the right to exclude any speech of their 
choosing, and the owners of the shopping centers—who do not wish to antag-
onize the administration—ban the protestors and threaten them with trespass 
prosecution if they continue to protest.33 State B’s laws, in contrast, limit these 
large municipal shopping centers’ right to exclude speech reasonably exercised 
on matters of public importance.34 State A and state B also have divergent poli-
cies for the regulation of broadcast stations and broadband providers. State B’s 
laws require stations to devote a certain portion of airtime to issues of public 
importance and to strive toward balanced coverage of such issues, and pro-
hibit broadband providers from discriminating against content.35 State A, in 
contrast, grants broad license to stations to air the speech of their choosing, 
and grants broadband providers the right to censor or otherwise discriminate 
against the speech of their choosing. A coalition of individuals opposing the 
war in Iraq seeks to purchase airtime on stations in states A and B to air a 
message setting forth reasons for opposing the war. Because of state B’s regu-
latory regime, the coalition is granted airtime on stations in state B. Stations 
in state A, however, refuse to allow the antiwar coalition to air its message.36 
Similarly, an antiwar group seeks to disseminate its message via email37 or 
cablecast of a protest march.38 In state B, broadband providers are prohibited 
from discriminating against such content. In state A, they are not.
 Under the substantive interpretation of the state action doctrine that I  
advanced earlier, in determining whether the speech restrictions by state A’s 
shopping centers, broadcasters, and broadband providers constitute state ac-
tion in violation of the First Amendment, courts should look beyond the private 
label enjoyed by such speech regulators and should undertake a meaningful 
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substantive inquiry into and balancing of the rights and interests at stake. In 
so doing, they should evaluate (1) the free speech and property interests sup-
porting the mall, broadcaster, or broadband providers’ speech restriction as 
against (2) the free speech interests of the would-be speaker as well as the free 
speech interests of members of the public in accessing such expression. Under 
this affirmative conception of the state action doctrine, the states’ regimes are 
evaluated by balancing the rights of the forum owners against the rights of 
the would-be speakers, and by considering the effects of private regulation  
of speech on the free flow of information on matters of public and societal im-
portance. On this metric, state A’s regulatory regime is less desirable because 
it restricts the free flow of information and contributes to the impoverish-
ment of public debate, whereas state B’s regime—albeit one that regulates the 
speech decisions of private entities—is preferable because of its salutary effect 
on the free flow of information and on public deliberation and debate.
 Affirmative conception theorists such as Onora O’Neill emphasize that 
both state A and state B regulate speech, whether directly or indirectly. There-
fore, it is inaccurate to claim that state B’s regime regulates speech while state 
A’s regime does not. State A’s acts of establishing a regulatory regime that 
grants and enforces private entities’ power to restrict speech itself constitutes 
a regulation of speech (albeit an indirect one). In essence, the negative concep-
tion theorists’ Holy Grail of zero regulation of speech is a conceptual myth:

No society can institutionalize zero-regulation of public discourse. The choice 
can only be between differing patterns of regulation. . . . Supposed attempts to 
do this by laissez-faire communications policies merely assign the regulation of 
communication to non-state powers. [Doing so secures] a particular configura-
tion of freedom of expression, which . . . does not guarantee the expression of 
diverse views.39

Put another way, state B’s property and free speech laws do not constitute 
“government intervention” into speech where none existed before.40 The state-
conferred and enforced property rights that enable large shopping centers, 
broadcasters, and broadband providers to exclude expression that they disfa-
vor are not natural or God-given, but rather are themselves creations of law. 
As Cass Sunstein puts it, “laissez faire is no less a conceptual myth for speech 
than it is for property.”41 The choice therefore is between two different regula-
tory regimes for public discourse, not between regulation and zero-regulation.  
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Accordingly, the choice between different speech regulatory regimes should 
be assessed substantively by balancing the competing rights at stake and by 
considering the regimes’ comparative effects on the free flow of information 
and expression, not by attending to formalistic distinctions between “state” 
and “nonstate” regulation of expression.

Criticisms of the aff irmative Conception 
of the First amendment

The affirmative conception of the First Amendment, and the regulation of 
nominally private actors that it contemplates, is subject to criticism on a va-
riety of fronts. First, as discussed, in abandoning a sharp distinction between 
government and nongovernment actors, and maintaining that the latter may 
be subject to regulation under the First Amendment, this theory impinges 
on the zone of autonomy that liberal democracies accord to private actors. 
Second, in eschewing a bright line between public and private actors, and call-
ing on courts constantly to weigh and balance the interests of the competing 
claimants, this theory introduces great uncertainty and substantial costs into 
First Amendment law.
 In response to these criticisms, defenders of the affirmative conception 
maintain that the actors whose speech restrictions are to be regulated are not 
truly private and thus do not merit having their personal autonomy respected. 
If it is an issue of the Mall of America’s personal autonomy and free speech 
interests versus the free speech interests of those seeking to peacefully protest 
the war on such property, the latter interests are clearly more deserving of 
protection in our constitutional scheme. Second, defenders of the affirmative 
conception would respond that courts already (implicitly or explicitly) bal-
ance in evaluating the merits of state action cases, and it would be intellectu-
ally more honest and conceptually more clear for them to do so explicitly, as 
did the Supreme Court in Marsh.
 Another powerful criticism of the affirmative conception is that it contem-
plates government regulation of speech—the very evil that the First Amendment 
was intended to avoid. If, under the affirmative conception, the government has 
the power to determine which speech “contributes to public deliberation and de-
bate,” and which does not, this power allows the government too great of a role 
in the marketplace for expression. Similarly, if the state is allowed ultimately to 
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determine when each side of a particular position has been adequately rep-
resented—as under the fairness doctrine regime42—such a regime embodies 
the danger that the state will place its hand on the scales to alter the debate to 
favor its own viewpoints.
 While it may plausibly be maintained that government intervention in 
broadcasters’ speech decisions—for example, to achieve such amorphous 
goals as representation of diverse and competing viewpoints—reposes ex-
cessive power in the government to shape debate, government regulation of 
private speech conduits merely to prohibit censorship of and discrimination 
against those seeking to express themselves via the conduits’ pipes does not 
embody this danger. The nondiscrimination obligations imposed on power-
ful private conduits of expression under the common carriage doctrine and 
the state action doctrine merely impose on such conduits the duty not to 
discriminate on the basis of content—whatever content is sought to be ex-
pressed by those seeking to utilize such conduits. Under the application of 
such doctrines, decisions regarding which content is to be expressed are left 
up to members of the public—not to the conduit for such expression, and not 
to the state.
 In the next chapter, I analyze several free speech doctrines that implement 
an affirmative conception of the First Amendment to varying degrees. The 
Supreme Court has articulated powerful justifications for adopting an affir-
mative conception and should continue to recognize the importance of these 
justifications in its First Amendment jurisprudence in the twenty-first century.
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iN this ChaP ter, i  aNalY Ze the s tr aNds oF the aFFirmatiVe 
conception of the First Amendment in the Supreme Court’s foun-

dational First Amendment jurisprudence and the FCC’s speech regulations. 
Courts and policymakers should reconsider the important free speech values 
embodied in the affirmative conception and embrace these values in regulat-
ing powerful private conduits of Internet expression. I illuminate the Supreme 
Court’s and the FCC’s early adoption of the affirmative conception of the First 
Amendment by examining the evolution of five doctrines—the public forum 
doctrine, the state action doctrine, the fairness doctrine, must carry regula-
tions, and the common carriage doctrine. These doctrines were predominately 
adopted and strengthened in the mid-twentieth century but substantially 
weakened by the end of the twentieth century, leading to the current contours 
of Internet speech regulation in which private entities control speech on the 
Internet unconstrained by state regulation.
 The public forum doctrine imposes affirmative obligations on the state not 
to discriminate against speakers or speech on certain public property in order 
to facilitate public discussion and debate. The state action doctrine extends 
these and other obligations to powerful private actors who serve the same rel-
evant functions as the state. The fairness doctrine charges broadcasters with 
the obligation to provide balanced and fair coverage of issues of public impor-
tance to enhance public deliberation and debate, while must carry regulations 
require cable operators to carry broadcast coverage of local and public affairs 
programming to ensure public access to a multiplicity of information sources. 
The common carriage doctrine charges private conduits for communication 
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such as telecommunications providers with the obligation to facilitate all 
 legal communications in a nondiscriminatory manner. These doctrines either 
directly impose affirmative obligations on the state to facilitate free speech 
or countenance state intervention into the decisions of private conduits for 
speech where necessary to ensure the free flow of information and expression. 
As such, these doctrines serve the ultimate goal of facilitating the conditions 
essential to the enterprise of democratic self-government. Under each of these 
doctrines, the state is permitted, and in some circumstances required, to do 
more than nothing—more than simply refrain from censoring speech itself. 
Rather, these doctrines constitute a coherent system of laws and policies regu-
lating powerful conduits and forums, allowing the state to take meaningful 
affirmative steps to facilitate the free flow of information and expression and 
to check censorship by powerful public or private regulators. In examining 
these doctrines, I survey the landscape of the obligations historically imposed 
on conduits for expression, with an eye toward prescribing the obligations 
that should be imposed upon conduits for Internet expression.

the Public Forum doctrine

The public forum doctrine mandates that the state facilitate and not discrimi-
nate against speech by requiring that certain public property be available for 
“uninhibited, robust, and wide-open”1 discussion and debate on matters of 
public and societal importance. This doctrine, which grows out of the 1939 
case of Hague v. CIO,2 imposes obligations on the state to facilitate free speech 
within places that traditionally are devoted or well-suited to the expression 
and exchange of ideas, such as public parks, sidewalks, and streets, as well as 
within places that the state has chosen to open up for expressive purposes. Be-
cause, in real space, there is a mixture of publicly owned and privately owned 
property, the public forum doctrine in real space serves the critical role of 
ensuring that there will always be some places where people can meaningfully 
exercise their First Amendment right to free speech. Because of the public fo-
rum doctrine, even if all private property owners were permitted to discrimi-
nate against the speech of their choosing, there would remain some publicly 
owned places conducive to expressive purposes that the state must preserve as 
open spaces for public discussion and debate.
 Since the Supreme Court’s adoption of the public forum doctrine in the 
mid-twentieth century, the state and state actors3 have been constitutionally 
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required to facilitate speech and to refrain from suppressing it within such 
 forums on the basis of its content or viewpoint. The availability of such forums 
in which individuals are ensured the meaningful right and opportunity to 
express themselves and where members of the general public are—willingly 
or unwillingly—exposed to such expression has been central to freedom of 
expression and to democratic self-government “from time immemorial.”4 Sig-
nificantly, the public forum doctrine removes the protection of free speech 
rights from the market and ensures that individuals enjoy the meaningful 
opportunity to express themselves, even if they cannot afford to purchase 
such a right within the relevant marketplace for expression. As the Supreme 
Court emphasized in Hague,5 the state may not restrict speech within publicly 
owned places that are quintessentially well-suited for public discussion and 
debate within democracies.
 The balance between publicly owned and privately owned spaces, however, 
does not carry over to cyberspace, which, as discussed previously,6 is composed 
almost entirely of privately owned spaces and privately owned conduits for ex-
pression, such as Comcast, Verizon, and Google. And, as I explain in Chapter 
4, even the very few publicly owned forums for Internet expression have not 
been considered to be “public forums” for First Amendment purposes by the 
courts. Because of the radically different public-private balance on the Internet 
and courts’ unwillingness to impose public forum obligations even on publicly 
owned Internet forums for expression, the important values embodied in the 
public forum doctrine have been substantially eroded in recent years.
 To understand those important values and their potential loss in cyber-
space, I examine the genesis of the public forum doctrine and its development 
in the mid-twentieth century. The seminal public forum case, Hague v. CIO,7 
grew out of a dispute between members of the Committee for Industrial Or-
ganization (now part of the AFL-CIO) and Jersey City, New Jersey, which was 
hostile to the message that the CIO sought to communicate. Members of the 
CIO sought to conduct meetings in public venues in Jersey City to explain to 
city workers the purposes and benefits of the National Labor Relations Act, and 
to distribute pamphlets on the subject. CIO members repeatedly sought from 
the city and were repeatedly denied permission to lease the city hall to conduct 
public meetings or distribute their pamphlets in city streets and other similar 
public places. When CIO members, undeterred by the city’s recalcitrance, con-
tinued attempting to express their message, the mayor ordered them arrested 
and literally ferried out of the city on boats bound for New York.
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 In response to the CIO’s claim that the city violated its First Amendment 
rights, the city argued, relying on the 1897 case of Davis v. Commonwealth 
of Massachusetts,8 that its right to exclude people from city property was as 
absolute as that of a private property owner to exclude people from his or her 
home, and that it therefore enjoyed the power to exclude from city property 
whichever citizens it chose for whatever reasons it chose. In Davis, a preacher 
challenged a Boston ordinance that prohibited anyone from making “a public 
address” on public grounds without a permit. Davis had been convicted for 
speaking in Boston Common without a permit, and Oliver Wendell Holmes, 
then a justice on the Massachusetts Supreme Judicial Court, held that the leg-
islature, “as representative of the public,” could exercise control over the uses 
that members of the public could make of public places. Holmes explained 
that for the legislature to “forbid public speaking in a highway or public park 
is no more an infringement of the rights of a member of the public than for the 
owner of a private house to forbid it in his house.”9 The United States Supreme 
Court affirmed, holding that Davis had no right to use the Common “except 
in such mode and subject to such regulations as the legislature . . . may have 
deemed proper to prescribe.”10

 In Hague, the CIO contended that the city should be charged with dif-
ferent duties than those of a private owner of property—that is, the duty to 
facilitate the expression of members of the public, even those whose message 
it disliked. This time, the Supreme Court agreed. The Court explained that 
the existence and flourishing of our form of democratic self-government re-
quire that citizens enjoy meaningful opportunities to express themselves and 
meaningful venues available to them in which to express their views on mat-
ters of public importance:

The very idea of a government, republican in form, implies a right on the part 
of its citizens to meet peaceably for consultation in respect to public affairs and 
to petition for a redress of grievances. . . . Citizenship of the United States would 
be little better than a name if it did not carry with it the right to discuss national 
legislation and the benefits, advantages, and opportunities to accrue to citizens 
therefrom.11

 Accordingly, the Hague Court rejected Jersey City’s claim that its right 
to exclude was as absolute as that of a private property owner. Rejecting the 
holding of Davis, the Court adopted what is now known as the public forum 
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doctrine and charged the city with the obligation to facilitate speech without 
discrimination on certain types of public property:

Wherever the title of streets and parks may rest, they have immemorially been 
held in trust for the use of the public, and time out of mind, have been used for 
purposes of assembly, communicating thoughts between citizens, and discuss-
ing public questions. Such use of the streets and public places has, from ancient 
times, been a part of the privileges, immunities, rights, and liberties of citizens. 
The privilege of a citizen of the United States to use the streets and parks for 
communication of views on national questions . . . must not, in the guise of 
regulation, be abridged or denied.12

 Within these “traditional public forums,” individuals are guaranteed not 
just the right in theory but the meaningful opportunity to express themselves.13

 Eight months after the Hague decision, the Supreme Court solidified its 
newly articulated public forum doctrine in the case of Schneider v. State.14 In 
Schneider, individuals who handed out leaflets on a public street announcing 
a protest were convicted of violating an ordinance prohibiting the distribution 
of leaflets on public streets. The municipality defended the ordinance on the 
grounds that it was designed to prevent littering. Rejecting the municipality’s 
argument, the Court first explained that the government has an obligation to 
facilitate speech within places that are well-suited to such expression, even in 
cases in which other places (less well-suited to expression) are available. Justice 
Roberts wrote:

The streets are natural and proper places for the dissemination of information 
and opinion; and one is not to have the exercise of his liberty of expression in 
appropriate places abridged on the plea that it may be exercised in some other 
place.15

 The Court found the municipality’s justification of convenience for re-
stricting expression on a public street insufficient, given the importance that 
freedom of expression serves in our system of democratic self-government:

Municipal authorities, as trustees for the public, have the duty to keep their com-
munities’ streets open and available for the movement of people and property. . . . 
So long as legislation to this end does not abridge the constitutional liberty of 
one rightfully upon the street to impart information through speech or the dis-
tribution of literature, it may lawfully regulate the conduct of those using the 
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street. . . . [F]reedom of speech and freedom of press [are] fundamental personal 
rights and liberties. [M]ere legislative preferences . . . respecting matters of public 
convenience [are] insufficient to justify such ordinance as diminishes the exer-
cise of rights so vital to the maintenance of democratic institutions.16

The Court emphasized that the government must facilitate expression within 
“natural and proper places” for expression, even if doing so will impose costs 
and inconvenience.
 In both Hague and Schneider, the Supreme Court rejected a negative con-
ception and adopted an affirmative conception of the state’s role in implement-
ing the First Amendment. As Richard Posner explains, “[u]ntil fairly recently 
it was assumed that the purpose of the First Amendment was the negative one 
of preventing undue interference with private markets in ideas rather than the 
positive one of promoting the effective functioning of such markets. The ‘pub-
lic forum’ doctrine, however, requires the government in some cases to make 
public facilities available for persons wanting to express themselves.”17 In its 
foundational public forum jurisprudence, the Court underscored the impor-
tance that the unrestricted, uncensored free flow of information serves in our 
system of democratic self-government. If the government enjoyed the discre-
tion to censor expression of its choosing, this power would impair the free 
flow of information and ideas. After Hague and Schneider, the state could no 
longer exclude undesirable or unpopular expression from public places. The 
state’s discretion, unlike that of a private homeowner, was limited by the pub-
lic forum doctrine to ensure that citizens could assemble, communicate their 
thoughts, and express their views regarding public affairs on public property 
such as streets, sidewalks, parks, and other “natural and proper places for the 
dissemination of information and opinion.”18

 Not all public property enjoys public forum status, however. Property such 
as government-owned office buildings, state prisons, and places that are not 
held open by the government or traditionally used for expressive purposes 
are not regulated as public forums in which the state is obligated to facili-
tate citizens’ free speech rights.19 But within government-owned property that 
has traditionally been available for expressive purposes, such as public parks, 
streets, sidewalks, or public property that the state has made available for 
expressive purposes, such as auditoriums and concert halls, all speakers are 
permitted to express themselves from whatever viewpoints and on whatever 
subjects they choose.20 It is within these public forums that citizens enjoy the 
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fullest and most meaningful protection of their right to free expression. The 
government is required to permit all manner of speech within the scope of  
the First Amendment’s protection21—regardless of the content of such speech—
within public forums, and any restrictions on speech within such forums are 
subject to the strictest judicial scrutiny.22

 The ability to express oneself within a public forum is among the most 
important components of the First Amendment’s protection for free speech. 
As Stephen Gey explains:

The public forum doctrine . . . derives from the most basic mythological im-
age of free speech: an agitated but eloquent speaker standing on a soap box 
at Speakers’ Corner, railing against injustices committed by the government, 
whose agents are powerless to keep the audience from hearing the speaker’s 
damning words. [P]rotecting such speakers is essential to preserving a Western 
democratic culture, because democracy can only flourish if citizens are free to 
speak Truth to Power. . . . Although the dynamics of real public forums may 
never have been as pure and honorable, the essential reality grasped by the pub-
lic forum doctrine remains as valid today as it was when thousands of Socialists 
packed into Union Square in the early days of [the twentieth] century to hang 
on every word of great progressive orators such as Eugene Debs. [E]very culture 
must have venues in which citizens can confront each other’s ideas and ways of 
thinking about the world.23

 Given that real space consists of a mixture of private and public property 
and contains some public forums for expression, in real space all speakers are 
guaranteed a forum within which to express their views and potentially to 
reach a broad general audience. The mandate that the government preserve 
forums for nondiscriminatory exercise of the right of free speech provides a 
crucial safeguard for free expression in real space. Speakers can enter public 
parks, streets, and sidewalks and express themselves with the assurance that 
their speech cannot be censored by the forum owner on the basis of viewpoint 
or subject matter.
 This powerful embodiment of the affirmative conception of the First 
Amendment has been substantially weakened in recent times, both in real 
space and in cyberspace. First, the Supreme Court has been reticent to extend 
the public forum doctrine to nontraditional, government-owned forums for 
expression in real space (such as airport terminals24). Second, in real space, 
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many forums for expression in cities and towns that were formerly state-owned 
(such as municipal town squares) are increasingly being taken over by private 
entities (such as shopping malls and gated community “town squares”), and 
the courts have declined to extend public forum obligations to such entities 
under the state action doctrine.25 Further, in cyberspace, the balance between 
public and private spaces has shifted almost entirely to the private,26 with the 
consequence that there are virtually no public spaces on the Internet that are 
even candidates to be considered as public forums. Finally, in a recent decision, 
the Supreme Court declined to impose public forum obligations on the state 
in its capacity of providing a forum for Internet expression.27 In Chapter 4 I 
examine the Court’s contraction of the public forum doctrine and the associ-
ated curtailment of affirmative obligations imposed on the state to facilitate 
expression in the context of both real space and cyberspace. I contend that 
courts should conceptualize the (small percentage of) public conduits of Inter-
net expression as public forums with attendant obligations to facilitate speech 
without discrimination.

the state action doctrine

Whereas the public forum doctrine imposes obligations on the state to facili-
tate speech and to refrain from discriminating against it within state-owned 
forums that are natural and proper places for expression, the state action 
doctrine imposes similar obligations on powerful private actors. Under the 
state action doctrine, the fact that would-be forums and venues for expression 
are nominally “private” does not necessarily excuse them from the obliga-
tion to facilitate and refrain from discriminating against expression. When 
private actors perform functions that have traditionally or exclusively been 
performed by the state, they are charged under the state action doctrine with 
obligations—including those imposed under the public forum doctrine—to 
facilitate expression. First recognized in the First Amendment context in the 
mid-twentieth century in Marsh v. Alabama,28 the state action doctrine rejects 
the proposition that powerful private entities can discriminate against what-
ever speech they choose free of First Amendment constraints because of their 
nominally private status.
 With the increased shift in real space from publicly owned forums for 
expression (actual town squares) to privately owned forums (shopping malls 
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and gated community “town squares”), the state action doctrine—if properly 
interpreted and applied—guarantees that members of the public will be as-
sured of the opportunity to engage in expression on matters of public and so-
cietal importance in places well-suited to expressive activity, regardless of the 
public-private balance of property ownership. And, with the near-complete 
shift in cyberspace from public to private ownership of forums and conduits 
for expression, the state action doctrine is becoming increasingly necessary 
to impose obligations on forum and conduit owners on the Internet to facili-
tate expression. With the resurgence of the negative conception of the First 
Amendment, however, the state action doctrine has been substantially limited 
in recent years, both in real space and in cyberspace. I will briefly review the 
state action doctrine in general, and then analyze the contours of, and the im-
portant values embodied in, the doctrine as applied to powerful “private” prop-
erty owners as implemented in the early years of modern First Amendment 
jurisprudence.
 Under the state action doctrine, courts generally will impose constitu-
tional obligations upon actors other than the government in certain limited 
circumstances: (1) where the actor is a government corporation; (2) where the 
actor performs “public functions” or functions that have been traditionally or 
exclusively performed by the government (such as the management of cities 
or towns or other property well-suited to public gathering); or (3) where the 
state has authorized, facilitated, encouraged, or otherwise become entangled 
or entwined with private unconstitutional conduct.29 In these circumstances, 
courts refuse to allow the state to evade its constitutional obligations to pro-
tect the freedom of expression (or other constitutional rights) by resorting to 
the corporate form, by delegating such public functions to private entities, or 
by encouraging such private entities to violate constitutional rights. As the 
Court explained in Lebron v. National Railroad Passenger Corp.,30 “[i]t surely 
cannot be that the government is able to evade the most solemn obligations 
imposed in the Constitution” by repositing the authority for public functions 
in a “private” corporation or otherwise delegating such functions to a “pri-
vate” entity. The state action doctrine is thus designed to “flush out a state’s 
attempt to evade its responsibilities by delegating them to private entities.”31

 The seminal state action decision in the First Amendment context is the 
1946 case of Marsh v. Alabama,32 in which the Supreme Court began to re-
examine formalistic distinctions between public and private regulations of 
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speech and scrutinized the restrictions on expression imposed by an entity 
wielding extensive power over individuals’ expression. In Marsh, the Supreme 
Court treated a private entity that performed certain government functions 
and that exercised the power to regulate the free flow of information within its 
property as the equivalent of the state for First Amendment purposes. Marsh 
involved restrictions on expression imposed by a privately owned “company 
town,” a phenomenon of the Deep South in the early twentieth century, in 
which economically ailing regions encouraged capital investments by al-
lowing corporations actually to build and operate towns.33 Though privately 
owned and maintained, such towns “had all the characteristics of any other 
American town,” including “streets, sidewalks, sewers, public lighting, police 
and fire protection, business and residential areas, churches, postal facilities, 
and schools.”34 The town of Chickasaw, Alabama, was one such company 
town, with “nothing to distinguish [it] from any other town and shopping 
center, except the fact that the title to the property belong[ed] to a private cor-
poration.”35 The streets and sidewalks of the town—which under the recently 
inaugurated public forum doctrine36 would be considered public forums—
were privately owned and regulated by Gulf Shipbuilding Corp.
 Grace Marsh, a Jehovah’s Witness, came onto a sidewalk in Chickasaw 
and sought to distribute literature to express her religious views.37 A Chicka-
saw official warned her that she could not engage in such expression on the 
town’s sidewalks or streets—nor anywhere else in the town— without a per-
mit, and that no permit would ever be issued to her. Marsh was asked to leave 
the sidewalk and the town, but refused to do so. She was subsequently arrested 
and charged with violating state trespass law.
 Marsh claimed that the private town’s restriction of her free speech and free 
exercise rights, aided by the enforcement of the state trespass law, abridged 
her First Amendment rights. The Supreme Court agreed. In inaugurating its 
state action First Amendment jurisprudence, the Court rejected a formalis-
tic understanding of the public-private distinction and held that the town’s 
nominally private status did not insulate its restrictions of speech from First 
Amendment scrutiny. In extending the First Amendment’s protections to 
individuals as against powerful private regulators of speech, the Court em-
phasized that the streets, sidewalks, and other places within the town—which 
would have constituted public forums if owned by the state—were “accessible 
to and freely used by the public in general” and served the same functions 
as such places serve when publicly owned.38 The Court held that, notwith-
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standing the fact that such places were privately owned, they were “built and 
operated primarily to benefit the public” and “their operation is essentially 
a public function.”39 Accordingly, the speech regulations by the town owner 
within such places were subject to First Amendment scrutiny. Condemning 
unfettered regulation of speech by powerful private forums for expression, the 
Court explained,

Ownership does not always mean absolute dominion. The more an owner, for 
his advantage, opens up his property for use by the public in general, the more 
do his rights become circumscribed by the statutory and constitutional rights 
of those who use it. . . . Whether a corporation or a municipality owns or pos-
sesses the town, the public in either case has an identical interest in the func-
tioning of the community in such a manner that the channels of communica-
tion remain free. . . . Many people in the United States live in company-owned 
towns. These people, just as residents of municipalities, are free citizens of their 
State and country. Just as all other citizens they must make decisions which  affect 
the welfare of community and nation. To act as good citizens they must be in-
formed. In order to enable them to be properly informed their information must 
be uncensored. There is no more reason for depriving these people of the lib-
erties guaranteed by the First and Fourteenth Amendments than there is for 
curtailing these freedoms with respect to any other citizen. . . . When we balance 
the constitutional rights of owners of property against those of the people to enjoy 
freedom of the press and religion, as we must here, we remain mindful of the fact 
that the latter occupy a preferred position. The circumstance that the property 
rights to the premises where the deprivation of liberty, here involved, took place 
were held by others than the public is not sufficient to justify the State’s per-
mitting a corporation to govern a community of citizens so as to restrict their 
fundamental liberties.40

 The Marsh Court therefore adopted an affirmative conception of the First 
Amendment and acted to ensure that even within privately owned forums for 
expression, the “channels of communication remain free” and available so as 
to enable individuals to become informed and to “act as good citizens” within 
our system of democratic self-government. In scrutinizing the private speech 
restrictions at issue, the Court looked to the functions and uses served by the 
forum. Because such property was open to the public and because members 
of the public had an interest in keeping the channels of communication open 
and uncensored to enable them to make well-informed decisions, restrictions 
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on speech within such forums were subject to meaningful First Amendment 
scrutiny.
 The Court also recognized that the state was indirectly involved and im-
plicated in empowering the private entity to restrict expression. The state 
had expressly empowered Gulf Shipbuilding to exercise broad control over 
individuals’ expression, and was prepared to enforce its trespass laws to sup-
port such broad private control. In so doing, the state became substantially 
involved and intertwined with the exercise of power over individuals’ lives 
that Gulf Shipbuilding enjoyed. As the Supreme Court characterized the situ-
ation, this was an instance in which “the State [was] permitting a corporation 
to govern a community of citizens so as to restrict their fundamental liber-
ties.”41 The Court recognized that a system in which the state conferred upon a 
powerful private entity the power to restrict the expression of those within its 
property was tantamount to one in which the state itself was restricting such 
expression.
 Marsh places primacy on the government’s affirmative obligations under 
the First Amendment to facilitate the free flow of expression and to protect 
the preconditions of democratic self-government, even where doing so means 
regulating the speech restrictions of powerful private entities. The Court held 
that individuals, in order to participate meaningfully in democratic self-gov-
ernment, must have access to uncensored information and open channels of 
communication. For the purposes of advancing this goal, it does not matter 
whether the restrictions on speech are imposed by powerful public or private 
forum owners. Rather, the dispositive inquiry is whether the speech regula-
tions by the powerful regulator at issue interfere with the open channels of 
communication essential for individuals to participate meaningfully in dem-
ocratic self-government.
 The primacy that the Marsh Court placed on preserving open channels of 
communications to secure the preconditions for democratic self-government 
was carried forward in the 1968 case of Amalgamated Food Employees Union v. 
Logan Valley Plaza.42 Logan Valley involved circumstances in which a private 
entity was far less powerful in the control it exercised over individuals’ lives 
than was Gulf Shipbuilding, and far less comprehensive in the types of gov-
ernment-like functions it served. Logan Valley concerned a small-scale shop-
ping center with two stores in place, one of which sought to censor expression 
that was critical of it. This case involved the picketing of Weis Supermarket, a 
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non-union supermarket located within the shopping center. The shopping cen-
ter had no publicly owned sidewalks or streets adjacent to the targeted super-
market—no nearby traditional public forums for expression—so the picketers’ 
staged their picket on the private property next to the supermarket, where the 
customers picked up their groceries, and the adjacent portion of the parking 
lot.43 Members of the Amalgamated Food Employees Union picketed Weis by 
carrying signs (truthfully) stating that the supermarket was non-union and 
that its employees were not receiving union wages or benefits.
 The owners of the supermarket and the shopping center instituted a legal 
proceeding to prohibit this expression. The lower court granted an injunc-
tion prohibiting such expression, finding that expressive activity constituted a 
trespass that was not privileged by the First Amendment.44 Once again, as in 
Marsh, both the state-defined trespass law (which granted the property owner 
the right to exclude others from its property) and the state court’s enforce-
ment of this law were at issue.
 The Supreme Court reversed the state court’s decision upholding the pro-
testors’ convictions for trespass. It first compared the features and charac-
teristics of the places where the expressive activity occurred in Logan Valley 
to the place where the expressive activity involved in Marsh occurred, and 
found them to be functionally similar for purposes of the First Amendment 
inquiry, explaining, “[w]e see no reason why access to a business district in a 
company town for the purpose of exercising First Amendment rights should 
be constitutionally required, while access for the same purpose to property 
functioning as a business-district should be limited. . . . ”45 Because the Logan 
Valley shopping center enjoyed the same relevant features as the streets and 
sidewalks in Marsh—and as public forums such as sidewalks and streets in 
actual cities and towns—the Court found that the private speech regulations 
were subject to First Amendment scrutiny:

If the shopping center premises were not privately owned but instead consti-
tuted the business area of a municipality, which they to a large extent resemble, 
petitioners could not be barred from exercising their First Amendment rights 
there on the sole ground that title to the property was in the municipality. . . . 
[S]treets, sidewalks, parks, and other similar public places are so historically 
associated with the exercise of First Amendment rights that access to them for 
the purpose of exercising such rights cannot constitutionally be denied broadly 
and absolutely. . . . 46
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Even though these streets and sidewalks were privately owned, they nonethe-
less remained the types of places where individuals needed to be able to exer-
cise their free speech rights, free of public or private interference.
 As in the Marsh decision, the Court in Logan Valley looked to the functional 
characteristics of the property at issue, instead of to the formalistic distinction 
between public and private ownership of such property, in determining whether 
and how to protect free speech values. The Court looked to the characteristics 
of the property on which the speech regulation occurred, the functional simi-
larities between such private forums and public forums, the openness of the 
property to the public, and the suitability of such property for expressive pur-
poses, instead of simply to whether the property was held “privately” or “pub-
licly.” Recognizing the importance of preserving places such as sidewalks and 
streets—whether publicly or privately owned—as forums for open communica-
tion on matters of public and societal importance, the Court held the private 
owners to the same standards as public owners of forums of expression. The 
Court went on to explain that the evolution in the ownership of such forums for 
expression from public to private ownership called for an evolving and func-
tional interpretation of the First Amendment’s state action doctrine:

The large-scale movement of this country’s population from the cities to the 
suburbs has been accompanied by the advent of the suburban shopping center. 
. . . [Absent the application of the First Amendment’s state action doctrine,]  
[b]usiness enterprises located in downtown areas would be subject to on-the-
spot public criticism for their practices, but businesses situated in the suburbs 
could largely immunize themselves from similar criticism by creating a cordon 
sanitaire of parking lots around their stores. Neither precedent nor policy com-
pels a result so at variance with the goal of free expression and communication 
that is at the heart of the First Amendment.47

 Decisions such as Marsh and Logan Valley that treat powerful private 
speech regulators as state actors do not require that all speech restrictions 
by such actors are unconstitutional. Just as governmental entities are permit-
ted to impose time, place, or manner regulations on expression, so too are 
those deemed “state actors” under First Amendment jurisprudence permitted 
to impose reasonable, content- and viewpoint-neutral regulations on expres-
sion.48 Nominally private property owners that have opened their property to 
the public and that serve government-like functions are prohibited from dis-
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torting the public debate by discriminating against speech on the basis of its 
viewpoint or content, but are still free to engage in reasonable content-neutral 
regulation of speech.
 The First Amendment state action doctrine was applied and extended 
through the 1960s, but was curtailed in several Supreme Court decisions in 
the 1970s.49 Following this trend of declining to treat private speech forums 
and conduits as state actors for First Amendment purposes, courts have de-
clined to subject private Internet actors’ speech restrictions to any scrutiny 
whatsoever under the First Amendment. As I explain in Chapter 5, courts’ 
refusal to treat private conduits of Internet speech as state actors insulates 
the censorship and discrimination by such conduits from meaningful First 
Amendment scrutiny, and fails to ensure the open channels of communica-
tion necessary to our system of democratic self-government.

the Fairness doctrine

The fairness doctrine, adopted and implemented by the FCC in the early days 
of broadcast radio and television, imposed obligations on privately owned  radio 
and television broadcasters to facilitate a broad range of speech on matters of 
public importance via the airwaves. In the early years of broadcast, the FCC 
took the position that “one of the most vital questions of mass communication 
in a democracy is the development of an informed public opinion through the 
public dissemination of news and ideas concerning the vital public issues of 
the day.”50 To achieve these goals, the FCC in 1949 adopted a series of regula-
tions that came to be known as the “fairness doctrine,” which required broad-
cast licensees to serve as fiduciaries for the public interest and which granted 
a (conditional) right of access to (certain) members of the public on certain 
matters of public importance. The fairness doctrine was aimed at ensuring 
that radio and television broadcasters’ coverage of controversial issues of pub-
lic importance was balanced and fair. Conceptualized under the fairness doc-
trine as public trustees, broadcasters were required to afford a reasonable op-
portunity for discussion of competing points of view and controversial issues 
of public importance, and were prohibited from using their licenses purely to 
serve their private interest by advancing biased viewpoints on such issues. The 
fairness doctrine further required that broadcasters actively seek out issues of 
importance to their local community and to air programming that focused 
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on these issues. The Commission implemented these broad mandates in 1967 
by promulgating rules defining matters such as political editorializing. In fur-
ther implementing the public trustee conception of broadcasters, the FCC in 
1971 established rules requiring broadcasters, as part of their application for 
license renewal, to report on their efforts to identify and air programming on 
issues of concern to their community.
 In its central case upholding the fairness doctrine, the Supreme Court es-
poused an affirmative conception of the First Amendment in approving of 
this substantial state intervention in these broadcast forums for expression. In 
Red Lion Broadcasting v. F.C.C.,51 the Court ruled on a challenge to the con-
stitutionality of the fairness doctrine. Challenged were those aspects of the 
fairness doctrine that required broadcast stations to provide notification and 
a right of access—an opportunity to respond—when “during the presentation 
of views on a controversial issue of public importance, an attack is made upon 
the honesty, character, integrity, or like personal qualities of an identified per-
son or group.”52 The Red Lion case arose in 1964, when Pennsylvania radio 
station WGCB aired a broadcast in which the Reverend Billy James Hargis 
condemned the author of a book that was critical of presidential candidate 
Barry Goldwater and suggested that the author had Communist affiliations. 
When the author, Fred Cook, heard of the broadcast, he concluded that he had 
been “personally attacked” within the meaning of the fairness doctrine regu-
lations and demanded that the station provide him with the opportunity to 
reply. When the radio station refused to comply, Cook raised this matter with 
the FCC, which determined that the broadcast in question indeed constituted 
a personal attack within the purview of the fairness doctrine and that Cook 
enjoyed a right to reply.
 The broadcasters challenged the fairness doctrine regulations as inter-
preted by the FCC, contending that the regulations abridged their First 
Amendment right to free speech and free press. In rejecting this challenge, 
and in prioritizing the free speech interests of members of the public over 
the free speech interest of the broadcasters, the Supreme Court explained 
that “differences in the characteristics of new media justify differences in the 
First Amendment standards applied to them.”53 Because a limited number of 
broadcast frequencies exist, the Court held, the state is justified in treating the 
chosen licensees as proxies or fiduciaries for members of the public at large. 
Accordingly, the individual broadcast licensee “has no constitutional right . . . 
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to monopolize a radio frequency to the exclusion of his fellow citizens.”54 The 
state can therefore require a licensee to “share his frequency with others and 
to conduct himself as a proxy or fiduciary with obligations to present those 
views and voices which are representative of his community and which would 
otherwise, by necessity, be barred from the airwaves.”55

 In balancing the First Amendment right of the broadcasters to select what 
speech to air against the rights of the viewers and listeners to be informed 
on a broad range of public issues, the Court held that the rights of members 
of the public—the viewers and listeners—were paramount. In so doing, the 
Court adopted an affirmative conception of the First Amendment that placed 
primary importance on the role of free expression in facilitating democratic 
self-government and expressed hostility toward restrictions of free speech by 
public or private speech conduits:

It is the purpose of the First Amendment to preserve an uninhibited market-
place of ideas in which truth will ultimately prevail, rather than to countenance 
monopolization of that market, whether it be by the Government itself or a 
private licensee. Speech concerning public affairs is more than self-expression; 
it is the essence of self-government. It is the right of the public to receive suit-
able access to social, political, esthetic, moral, and other ideas and experiences 
which is crucial here.56

 With respect to this particular “marketplace of ideas,” the Court expressed 
serious doubt about whether an unregulated market would facilitate speech 
conducive to discussion and debate on matters of public importance. It empha-
sized the First Amendment goal of “producing an informed public capable of 
conducting its own affairs”57 and was skeptical about whether this goal could 
be achieved in a market dominated by the “private interests” of broadcasters:58

Nor can we say that it is inconsistent with the First Amendment goal of produc-
ing an informed public capable of conducting its own affairs to require a broad-
caster to permit answers to personal attacks occurring in the course of discuss-
ing controversial issues, or to require that political opponents of those endorsed 
by the station be given a chance to communicate with the public. Otherwise, 
station owners and a few networks would have unfettered power . . . to com-
municate only their own views on public issues, people and candidates, and to 
permit on the air only those with whom they agreed. Freedom of the press . . . 
does not sanction repression of that freedom by private interests. . . . The right 
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of free speech of a broadcaster . . . does not embrace a right to snuff out the free 
speech of others. . . . Congress need not stand idly by and permit those with 
licenses to ignore the problems which beset the people or to exclude from the 
airwaves anything but their own views of fundamental questions.59

 The Red Lion Court gave little credence to the claims of the broadcast-
ers that they themselves enjoyed the First Amendment right to use “their” 
frequencies to broadcast the content of their choosing and to deny access to 
whomever they chose. The Court had no difficulty subordinating the First 
Amendment rights of the broadcasters to the First Amendment rights of pro-
spective speakers and members of the public. It similarly rejected the broad-
casters’ arguments that enforcement of the fairness doctrine would serve as 
a disincentive for them to cover controversial public issues. In responding to 
this latter argument, the Court evidenced little tolerance for such “threatened 
timorousness” on the part of the broadcasters, and suggested that the FCC 
could respond to broadcasters’ reticence in this regard by exercising its power 
to condition the grant or renewal of broadcast licenses on the licensee’s “will-
ingness to present representative community views on controversial issues.”60

 Although the Red Lion case arose in a context in which there arguably 
existed technological barriers to broad public participation in the market for 
speech, the Supreme Court did not limit the state’s role to merely serving as a 
“traffic cop” in allocating the broadcast spectrum. Rather, the Court broadly 
approved of the state’s role of facilitating deliberation and debate on matters 
of public importance in the face of censorship by powerful private conduits 
for expression. It emphasized “the public interest in . . . the presentation of 
vigorous debate of controversial issues of importance and concern to the pub-
lic.”61 More generally, the Court adopted the fundamental premise of the af-
firmative conception of the First Amendment that “speech concerning public 
affairs is . . . the essence of self-government.”62 As First Amendment theorist 
Stephen Holmes explains, in the Court’s analysis

[G]overnment action was not justified solely by the desirability of escaping 
from the “state of nature” of unregulated speech use. Regulation was meant to 
establish not mere order but, rather, a certain kind of order, maybe even a just 
order. At stake in public oversight of broadcasting was not merely efficient co-
ordination but also some sort of moral norm: . . . an obligation to serve the 
public interest.63
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 The Red Lion decision signaled the Supreme Court’s approval of state in-
tervention into forums for expression in order to generally facilitate discus-
sion and debate on controversial issues of public importance. The Supreme 
Court has also countenanced more specific rights of access to the airwaves to 
advance goals fundamental to democratic self-government. In the 1981 case 
of C.B.S. v. F.C.C.,64 the Court considered a challenge to a federal statute au-
thorizing the FCC to require broadcasters to sell airtime to legally qualified 
political candidates. Section 312(a)(7) of the Communications Act of 1934, as 
added by Title I of the Federal Election Campaign Act of 1971, authorized the 
FCC to revoke a broadcaster’s license in the case of its “willful or repeated fail-
ure to allow reasonable access to or to permit purchase of reasonable amounts 
of time for the use of a broadcasting station by a legally qualified candidate 
for Federal elective office on behalf of his [or her] candidacy.”65 In reliance 
on this statutory right of access, the Carter-Mondale Presidential Committee 
requested that CBS, ABC, and NBC provide time for it to air a thirty-minute 
program in the prime-time evening slot in early December 1979, to enable 
Carter to formally announce his reelection campaign and to outline the re-
cord of his first term. Each of the stations refused, and the presidential com-
mittee filed a complaint with the FCC charging that the networks violated 
their obligation to provide “reasonable access” under the statute. The FCC 
agreed, as did the Supreme Court.
 Rejecting the broadcasters’ arguments that the statute unconstitutionally 
restricted their editorial discretion, the Supreme Court held that the statute 
created an affirmative, promptly enforceable right of reasonable access for can-
didates. Once again, in balancing the free speech interests of the broadcasters 
against the free speech interests of the political candidates and the electorate, 
the Court recognized that although broadcasters were entitled to exercise “the 
widest possible journalistic freedom” consistent with their public duties, “[i]t is 
the right of viewers and listeners, not the right of broadcasters, which is para-
mount.”66 The Court emphasized that this limited, statutory right of access to 
the media for political candidates “makes a significant contribution to freedom 
of expression by enhancing the ability of candidates to present, and the public 
to receive, information necessary for the effective operation of the democratic 
process.”67 Accordingly, the Court upheld against First Amendment challenge 
Congress’s intervention in the broadcast medium for expression to ensure that 
this “important resource . . . will be used in the public interest.”68
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 The rights of access to the broadcast medium that Congress, the FCC, and 
the Supreme Court approved in Red Lion and C.B.S. v. F.C.C. represent the 
high-water mark of the acceptance of the affirmative conception of the First 
Amendment. In the past two decades, the FCC and the courts have rejected 
many aspects of the affirmative conception (and have abandoned the fairness 
doctrine in particular).69 This sea change was partly brought about by the fact 
that broadcast spectrum is no longer scarce, and partly by a philosophical 
shift toward the negative conception of the First Amendment, in which courts 
and policymakers increasingly entrust the protection of free speech rights to 
the market.

must Carry obligations

Although not as protective of individuals’ free speech interests as those im-
posed under the fairness doctrine, must carry obligations imposed by the 
FCC on cable systems operators and approved of by the Supreme Court also 
represent a significant—and recent—recognition of the affirmative concep-
tion of the First Amendment. The 1994 case of Turner Broadcasting System v. 
F.C.C.70 involved a challenge brought by several cable systems operators to 
the must carry provisions of the Cable Television Consumer Protection and 
Competition Act of 1992 (the Cable Act).71 The Cable Act required cable sys-
tems operators to carry the signals of local commercial and noncommercial 
educational public broadcast television stations, without charge, on a continu-
ous, uninterrupted basis and in the same numerical channel position as when 
these programs were broadcast over the air.72

 In passing the Cable Act, Congress evidenced concern about the concen-
tration of economic power in the cable industry and about how this concen-
tration of power endangered the ability of local broadcast stations to compete 
for viewing audiences. Congress found that local broadcast television was “an 
important source of local news, public affairs programming, and other local 
broadcast services critical to an informed electorate” and that noncommer-
cial local broadcast television “provides educational and informational pro-
gramming to the Nation’s citizens.”73 Congress found that state intervention 
into the market for speech in cable television was necessary to ensure that the 
electorate continue to receive information necessary to produce citizens well 
informed on matters of public concern.
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 In response to the cable systems operators’ assertions that the must carry 
provisions unconstitutionally infringed their free speech rights to make edi-
torial decisions as to which content to carry, the FCC defended the statute 
on a market dysfunction rationale. The FCC claimed that imperfections and 
dysfunctions in the market for cable television justified affirmative govern-
ment intervention, just as imperfections in the market for broadcast televising 
justified intervention in the form of the fairness doctrine. While ultimately 
upholding key provisions of the statute, the Court rejected the comparison 
between the type of market dysfunction in the broadcast market and that 
in the cable television market, and took the occasion to refine and clarify its 
basis for upholding government intervention in the broadcast market in Red 
Lion. The Court explained that economic causes for market dysfunction were 
not a sufficient basis for justifying affirmative government intervention into 
the market, whereas technologically imposed causes of market dysfunction 
as were present in the broadcast market—the scarcity inherent in the broad-
cast spectrum—were a sufficient basis for affirmative government interven-
tion. If as a result of economic conditions a particular medium of expres-
sion evolves to be dominated by one entity that enjoys control over speech 
within that medium, such de facto control by itself is an insufficient ground 
on which to justify affirmative government intervention into that market. 
If, however, the technical conditions of a particular medium of expression 
limit opportunities for competition in the market, then government inter-
vention in such a market is justified. The Court explained that “the special 
physical characteristics of the broadcast transmission, not the economic 
characteristics of the broadcast market, are what underlie our broadcast 
jurisprudence [upholding state intervention into the broadcast market].”74 
The Court concluded that the economic conditions of the cable television 
market, which by their nature limited the number of participants in this 
medium of expression, were by themselves insufficient to justify government 
intervention into this market.
 While declining to hold that the economic sources of market dysfunc-
tion at issue in Turner justified the same reduced scrutiny that the Court ap-
plied to the regulations in Red Lion, the Court did find that certain features 
of the cable television market justified state intervention into this market (and 
less-than-strict scrutiny of such state intervention). It also held, once again, 
that in balancing the First Amendment rights of the cable operators against 
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those of members of the public, the latter prevailed. In particular, the Court 
rejected the analogy that the cable operators sought to draw between their 
First Amendment rights and those of newspaper publishers. In opposing the 
statute, cable operators referred to the Court’s holding in Miami Herald v. 
Tornillo75 that a requirement that newspapers publish content not of their 
choosing unconstitutionally intruded upon the editorial prerogative of the 
newspapers. Cable operators claimed that they enjoyed free speech rights re-
garding the content they chose to carry that were analogous to those enjoyed 
by newspaper publishers, and that the same strict scrutiny the Court applied 
to the regulations in Tornillo were applicable in this case. The Court dis-
agreed. It held that although both newspapers and cable operators may enjoy 
economic monopoly status in a given geographical locale, the cable operator 
enjoys much greater control over access to its medium, and accordingly enjoys 
much greater power to affect the free speech rights of members of the public:

A daily newspaper, no matter how secure its local monopoly, does not possess 
the power to obstruct readers’ access to other competing publications—whether 
they be weekly local newspapers or daily newspapers published in other cities. 
Thus, when a newspaper asserts exclusive control over its own news copy, it 
does not thereby prevent other newspapers from being distributed to willing 
recipients in the same locale.

The same is not true of cable. When an individual subscribes to cable, the 
physical connection between the television set and the cable network gives the 
cable operator bottleneck, or gatekeeper, control over most (if not all) of the 
television programming that is channeled into the subscriber’s home. Hence, 
simply by virtue of its ownership of the essential pathway for cable speech, a ca-
ble operator can prevent its subscribers from obtaining access to programming 
it chooses to exclude. A cable operator, unlike speakers [or publishers] in other 
media [such as newspaper publishers], can thus silence the voice of competing 
speakers with a mere flick of the switch.

The potential for abuse of this private power over a central avenue of commu-
nication cannot be overlooked. Each medium of expression . . . must be assessed 
for First Amendment purposes by standards suited to it, for each may  present 
its own problems. The First Amendment’s command that government not im-
pede the freedom of speech does not disable the government from taking steps 
to ensure that private interests not restrict, through physical control of a  critical 
pathway of communication, the free flow of information and ideas.76
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 Cable operators (and other broadband providers) today continue to enjoy 
bottleneck or gatekeeper control over another central avenue of communica-
tion—the Internet—and such control justifies state intervention into the Inter-
net medium for expression as well.
 Because of the control that cable operators exercised over this “critical 
pathway of communication” and the consequences of such control for the 
“free flow of information and ideas,” the Court concluded that intermediate, 
not strict, scrutiny was the proper level of scrutiny to apply to the regulations 
in this case. Such intermediate scrutiny (merely) required the Court to find, in 
order to uphold the regulations, that the speech regulations at issue served 
an important government interest and that the restriction of First Amend-
ment freedoms of the cable systems operators was no greater than necessary 
to achieve that interest.77

 The Court readily identified three important government interests that 
were advanced by the Act: (1) preserving local broadcast television, (2) pro-
moting the widespread dissemination of information from a multiplicity of 
sources, and (3) promoting fair competition in the market for television pro-
gramming.78 In particular, with reference to the second interest, the Court 
recognized a government purpose “of the highest order” in ensuring public 
access to “a multiplicity of information sources.”79 On this point, the Turner 
Court explained that “it has long been a basic tenet of national communi-
cations policy that the widest possible dissemination of information from 
 diverse and antagonistic sources is essential to the welfare of the public.”80

 The first two interests countenanced by the Court evidence its recognition 
of an affirmative conception of the state’s role in advancing First Amendment 
values. The Court also approved of state intervention in the market character-
ized by private actors’ speech decisions. It explained that the First Amend-
ment “does not disable the government from taking steps to ensure that pri-
vate interests not restrict, through physical control of a critical pathway of 
communication, the free flow of information and ideas.”81 Specifically, the 
Court rejected the negative conception of the First Amendment articulated by 
Justice O’Connor in her dissent, in which she stated,

It is for private speakers and listeners, not for the government, to decide what 
fraction of their news and entertainment ought to be of a local character and 
what fraction ought to be a national (or international) one. And the same is true 
of the interest in diversity of viewpoints. . . . 82
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Rejecting this articulation of the negative conception of the First Amend-
ment, the majority approved of the state’s intervention into this market for 
speech to protect the free flow of information and ideas and to secure broad 
public exposure to a multiplicity of information sources—values it held were 
central to the First Amendment.
 The Turner Court was unable to conclude on the record before it that 
the Act’s provisions were narrowly tailored to advance these interests, and 
remanded for further consideration. Reviewing the case after remand, the 
Court, per Justice Kennedy, credited evidence that the potential harms Con-
gress had sought to remedy were real, that the must carry regulations served 
the government’s important interests directly and effectively, and that the 
regulations did not burden substantially more of the cable operators’ speech 
than necessary to further these interests. It credited the lower court’s findings 
that cable operators had already dropped, refused to carry, or adversely repo-
sitioned local broadcasters, and that this situation would grow worse absent 
regulation.83 The Court recognized that broadcast television “has been an es-
sential part of the national discourse on subjects across the whole spectrum 
of speech, thought, and expression,”84 and that the regulation at issue was ap-
propriately tailored to preserve this important source of expression.
 In his concurring opinion, Justice Breyer addressed in detail the contention 
that the must carry regulations impermissibly restricted the free speech rights 
of the cable operators. He acknowledged that compulsory carriage “extracts a 
serious First Amendment price—amounting to the suppression of speech . . . 
by . . . interfer[ing] with the protected interests of the cable operators to choose 
their own programming.”85 Yet, he explained, there were other, weightier First 
Amendment interests on the other side of the balance, the side of the public—
specifically, the statute’s purpose of advancing the national communications 
policy of protecting “the widest possible dissemination of information from 
diverse and antagonistic sources.” Justice Breyer explained that

[This national communications] policy, in turn, seeks to facilitate the public dis-
cussion and informed deliberation, which, as Justice Brandeis pointed out many 
years ago, democratic government presupposes and the First Amendment seeks 
to achieve. . . . Indeed, Turner [below] rested in part upon the proposition that 
assuring that the public has access to a multiplicity of information sources is a 
governmental purpose of the highest order, for it promotes values central to the 
First Amendment.86
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Justice Breyer concluded that although there were important First Amend-
ment interests “on both sides of the equation,” the statute struck a reasonable 
balance between potentially speech-restricting consequences for cable opera-
tors and speech-enhancing consequences for members of the public.87

 In summary, in upholding the must carry regulations, the Court approved 
of state intervention into a market for speech where there were no techno-
logical barriers to competition, but where the conduits exercised bottleneck or 
gatekeeper control over the content accessible by members of the public. In so 
doing, the Court championed the goal of bringing about the “widest possible 
dissemination of information from diverse and antagonistic sources” in order 
to facilitate public discussion and informed deliberation, which “democratic 
government presupposes and the First Amendment seeks to achieve.”88

the Common Carriage doctrine

The common carriage doctrine—like the state action doctrine, the fairness 
doctrine, and must carry obligations—imposes obligations on private speech 
conduits to facilitate the expression of others. Like the public forum doctrine, 
the common carriage doctrine “ensures open, non-discriminatory access to 
the means of communication.”89 The common carriage doctrine imposes af-
firmative obligations on privately owned communications conduits to facili-
tate such communications without discrimination. Notwithstanding the fact 
that such entities are privately owned, the common carriage doctrine prohib-
its them from exercising the discretion to determine which communications 
to facilitate and which to censor (thereby rejecting the claim that such con-
duits enjoy First Amendment rights of their own to exercise editorial discre-
tion). Since the beginning of the modern communications era in the 1930s, 
the FCC has imposed obligations on providers of interstate communications 
services (such as telephone and telegraph companies) to facilitate the trans-
mission of all legal content. The United States Postal Service has also been 
regulated as a common carrier that is required to facilitate the transmission of 
all legal content and is prohibited from discriminating against such content.90

 Under the doctrine of common carriage, the state has historically imposed 
affirmative obligations on private entities engaged in transportation, com-
munications, and other important public service functions to facilitate the 
free flow of information and commerce without discrimination or censorship. 
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Through this doctrine, the state has bridged the gap between public and pri-
vate entities and imposed affirmative duties on entities that provide important 
communication and transportation functions for the benefit of the public. 
While the common carriage doctrine historically applied to those carrying 
goods on behalf of others, it has evolved throughout the centuries to extend 
to those facilitating communications and transmitting information on behalf 
of others. As such, the common carriage doctrine is one of the most impor-
tant representations of the affirmative conception of the free speech guaran-
tee. Under this doctrine, individuals’ ability to communicate is affirmatively 
protected by the state instead of relegated to the dictates of private speech 
conduits. Rather than granting private communications conduits the discre-
tion to regulate speech however they see fit, the doctrine countenances affir-
mative government intervention into this market for expression by requiring 
that such conduits carry all legal content without discrimination. As Ithiel de 
Sola Pool explains, the common carriage doctrine embodies the affirmative 
conception of the free speech guarantee by requiring that communications be 
facilitated free of censorship:

[T]he law of common carriage protects ordinary citizens in their right to com-
municate. [This doctrine] rests on the . . . assumption that, in the absence of 
regulation, the carrier will have enough monopoly power to deny citizens the 
right to communicate. The rules against discrimination are designed to ensure 
access to the means of communication. . . . [T]his element of civil liberty is cen-
tral to the law of [common carriage].91

 The common carriage status of transportation and communications pro-
viders benefits members of the public by granting them access to commu-
nications conduits under a nondiscrimination principle. As Jerome Barron 
characterizes this benefit, individuals who rely on common carriers to facili-
tate their communications “benefit from the democratic egalitarianism that 
characterizes the non-discriminatory access principle associated with com-
mon carrier law.”92 As such, the common carriage model is “the paradigm of 
mandatory access to a communications medium.”93

 The common carriage doctrine has played a critical role in regulating 
communications providers over the past several decades. Recently, however, 
courts and policymakers have begun to curtail common carriage obligations 
imposed on telecommunications providers—in particular, on broadband 
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providers. In the absence of common carriage regulations or other laws or 
policies imposing similar obligations, broadband providers will continue to 
enjoy the power to restrict Internet communications however they see fit. To 
understand the importance of the obligations imposed under the doctrine of 
common carriage and what is at stake in the FCC’s and the Court’s recent 
abandonment of that doctrine for broadband providers, I will analyze the 
doctrine’s foundational principles.
 The common carriage doctrine in the United States has its roots in the 
early English law of common carriage,94 under which private entities that 
served the public in the performance of important public functions similar 
to those assumed by the government were charged with certain affirmative 
obligations. By imposing affirmative obligations on certain private entities 
to facilitate the transport—and ultimately the communications—of others, 
the common carriage doctrine rejected the principle that private entities may 
regulate transportation and communication however they choose, with their 
conduct held in check by the market only.
 In the mid-1880s, Congress began to regulate American telegraph compa-
nies in a manner akin to common carriers. Even though telegraph companies 
(like broadband service providers today) did not enjoy monopoly power within 
their market, Congress conditioned certain valuable privileges for telegraph 
companies on their agreement to be subject to common carriage obligations.95 
And in 1893, the Supreme Court ruled that, like common carriers, telegraph 
companies were required to provide service without discrimination.96 Two de-
cades later, in the Mann-Elkins Act of 1910, Congress extended common car-
rier obligations to a host of early telecommunications providers—telegraph, 
telephone, and cable providers.97

 Congress overhauled the regulation of telecommunica tions providers in 
the Communications Act of 1934,98 which charged the newly created Federal 
Communications Commission with regulatory authority over telecommuni-
cations providers (telegraph and telephone companies), regardless of whether 
they enjoyed monopoly power, and imposed additional common carriage reg-
ulations on such providers.99 Under the 1934 Act, as the Supreme Court later 
explained, common carriers are charged with the obligation to serve as trans-
parent conduits for all (legal) content originated by others; accordingly, any 
regulation that is sought to be imposed that prohibits common carriers from 
transmitting legally protected content is subject to strict scrutiny.100 The role of 
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a common carrier such as the telephone company is neither to generate con-
tent nor to make editorial or qualitative decisions regarding which content to 
carry and which to censor. Common carriers are prohibited from “mak[ing] 
individualized decisions, in particular cases, whether and on what terms to 
deal,”101 and do not enjoy independent First Amendment rights to exercise edi-
torial discretion. Unlike newspaper publishers, for example, common carriers 
are not entitled to engage in editorial discretion to determine which content to 
transmit and which to censor.102 Common carriers are distinct from publishers 
or other editors who enjoy their own First Amendment rights to exercise edito-
rial discretion in their selection and exclusion of content.103

 Throughout the mid-twentieth century, common carriage nondiscrimina-
tion obligations were applied to traditional conduits of communication such as 
telephone companies. In the early 1970s, the FCC began to consider whether and 
to what extent to impose common carriage obligations on computer-assisted 
processes and services. As discussed in greater detail in Chapter 6, in a series of 
“Computer Inquiries,” the FCC essentially created two categories of computer-
assisted communications services—basic services and enhanced services. “Basic” 
(later, “telecommunications”) services,104 such as telephone and facsimile ser-
vices, were those that offered straightforward transmission services, and those 
offering such services were regulated as common carriers and made subject to 
the requirement that they not discriminate on the basis of content. “Enhanced” 
(later, “information”) services were those in which computer-processing appli-
cations were implemented to act on a subscriber’s information, and providers 
of such services were made exempt from common carriage nondiscrimination 
requirements.
 In the formative years of the development and commercial use of the Inter-
net, entities providing access to the Internet, such as telephone companies 
providing dial-up Internet access, were subject to common carriage require-
ments that prohibited them from discriminating against any and all (legal) 
content. However, as users migrated from narrowband, dial-up Internet ac-
cess to broadband Internet access, the FCC embarked on a path of gradually 
removing common carriage obligations from broadband Internet service pro-
viders, and the Supreme Court countenanced the removal of these obligations 
in its Brand X decision in 2005. The result is that today, no provider of broad-
band Internet access is subject to common carriage obligations. In a drastic 
reversal of both this nation’s long history of regulating telecommunications 
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providers as common carriers and the regulation of Internet access providers 
as common carriers in the Internet’s formative years, today no providers of 
broadband Internet access are subject to such regulation.

•  •  •

 Through its adoption of these five doctrines, the Supreme Court histori-
cally recognized the importance of the affirmative conception of the First 
Amendment, in which the state is empowered to do more than simply refrain 
from itself censoring speech. But recent trends in the Court’s First Amend-
ment jurisprudence are jeopardizing this conception of the free speech guar-
antee, as I explore in the following chapters.



PubliC Forums are the Pl aCes iN re al sPaCe—suCh as the

National Mall or Lafayette Square—where you are guaranteed the 
right under the First Amendment to express yourself and speak your mind. 
The Supreme Court adopted and strengthened the public forum doctrine in 
the mid-twentieth century, but has substantially weakened it in recent years. 
And this (now anemic) doctrine applies only within public places. So what 
happens to this guaranteed right to express yourself when virtually no places 
are publicly owned? Practically all forums and conduits for speech on the 
Internet are in private hands, and all speech occurring within those places 
is subject to private regulation, unchecked by the First Amendment and the 
public forum doctrine. Virtually no places exist on the Internet to serve as 
“public forums.” As a result, the free speech values historically embodied 
within the public forum doctrine, and the state’s affirmative role of provid-
ing speakers with meaningful forums from which to express themselves, have 
been essentially nonexistent on the Internet.
 Along with the loss of public forums in cyberspace comes the loss of 
meaningful protection for free speech under the First Amendment. In par-
ticular, the government’s abdication of control over Internet speech regula-
tion results in the loss of protection for speech that is insufficiently protected 
within an unregulated market for speech—that is, unpopular and poorly 
subsidized speech. In real space, such speech is protected by the existence of 
public forums, access to which is open to all and within which restrictions on 
speech are subject to exacting scrutiny. The existence of government-owned 
property as a forum for speech available to all comers provides an important 
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guarantee for such speech. Yet today, as increasingly more speech takes place 
not in real space but in cyberspace, the affirmative constitutional protections 
for free speech that exist in real space are in danger of being sacrificed. In the 
words of Justice Kennedy:

Minds are not changed in streets and parks as they once were. To an increasing 
degree, the more significant interchanges of ideas and shaping of public con-
sciousness occur in mass and electronic media. The extent of public entitlement 
to participate in those means of communication may be changed as technolo-
gies change. . . . 2

 To make matters worse, the Supreme Court recently declined to accord 
public forum status (and therefore declined to extend meaningful First 
Amendment protection) to even the comparatively minor portion of public 
“property” on the Internet. In American Library Association v. United States,3 
the Court held that public libraries’ provision of Internet access via publicly 
owned computers did not constitute a public forum and that restrictions on 
speech in that context were therefore not subject to meaningful First Amend-
ment scrutiny.
 Despite the common perception among members of the public and Inter-
net law scholars that the Internet is a forum for free expression of unprece-
dented scope and importance, in fact there are essentially no places on the Inter-
net where free speech is actually constitutionally protected against censorship 
by those with the actual power to censor such expression. In this chapter I 
explore the Court’s ill-advised contraction of the public forum doctrine, both 
in real space and in cyberspace.
 The development of the public forum doctrine has become quite complex 
in recent years. Since the inception of this doctrine, the Court has rendered 
the doctrine intricate and rather convoluted. This case law breaks out forums 
into the following categories: (1) traditional public forums, (2) designated 
public forums, and (3) nonpublic forums. “Traditional” public forums consist 
of streets, sidewalks, parks, and other places that “have immemorially been 
held in trust for the use of the public, and, time out of mind, have been used 
for purposes of assembly, communicating thoughts between citizens, and 
discerning public questions.”4 “Designated public forums” consist of public 
property that has not “immemorially” been used for expressive purposes but 
which the government has explicitly opened and designated as a place for 
public expressive activity.5 The government may choose, for example, to open 
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up property within a public school,6 university meeting facilities,7 or munici-
pal theaters8 as forums for expression in general or for expression on certain 
designated subjects. Within a limited-purpose designated public forum, once 
the government has defined the subject-matter limitations of the forum, regu-
lation of such property is subject to the same stringent limitations as those 
governing a traditional public forum.9 Thus within traditional public forums 
such as streets, sidewalks, and parks, and with designated public forums such 
as public meeting places devoted to expression on particular subjects, indi-
viduals enjoy their most robust rights of free expression. Government restric-
tions on speech within both types of public forums are subject to the most 
stringent scrutiny under the First Amendment, such that no speech restric-
tions will be upheld unless they serve compelling government interests and 
are the least restrictive means of restricting such speech. The Supreme Court 
has also made clear that, in order to constitute a designated public forum, the 
place in which speech occurs need not be an actual physical place. Rather, 
public forums may also include virtual forums, such as funding and solici-
tation schemes,10 the airwaves,11 and cable television.12 The third category of 
publicly owned forums are nonpublic forums, places such as military bases, 
jail grounds, and federal workplaces, that the government owns but which it 
has not opened up for expressive activity on the part of the public.
 In general, the classification of a forum into one type of forum or another 
all but determines the free speech rights of the parties seeking to express 
themselves on such property. If a forum is deemed to fall within the tradi-
tional or designated public forum category, courts will apply strict scrutiny to 
content-based or viewpoint-based regulations of speech within such forums 
and will almost certainly strike down such regulations. Regulations of speech 
within nonpublic forums, on the other hand, are subject to reduced scrutiny 
and will most likely withstand constitutional challenge.

the Contraction of the Public Forum 
doctrine in real space

Although the public forum doctrine was meaningfully applied in the years 
following its initial adoption, in recent years it has been substantially cur-
tailed by the Supreme Court.13 In particular, instead of adopting a functional 
interpretation of the concept of “traditional public forums” that would enable 
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it to extend to new media the protections that “from time immemorial” have 
extended to “rights so vital to the maintenance of democratic institutions,” the 
Court has refused to extend “traditional public forums” beyond actual, real 
space streets, sidewalks, and parks, rendering this category very narrow in real 
space (and a dead letter in cyberspace). Second, the Court has been slow to 
infer that the state has created a “designated public forum” by acts of “inten-
tionally opening a nontraditional forum for public discourse,”14 and has inter-
preted this category extremely narrowly (both in real space and cyberspace).
 The case of International Society for Krishna Consciousness v. Lee is illus-
trative. In that case, members of the International Society for Krishna Con-
sciousness (ISKCON) sought to engage in their religious practice of sankirtan, 
which involved “going into public places, disseminating religious literature, 
and soliciting funds to support the religion.”15 The public places they chose 
in which to distribute literature and solicit funds were three major New York 
area airports: Kennedy, La Guardia, and Newark, all of which were owned 
and managed by the Port Authority of New York and New Jersey. These air-
ports and associated terminals serve as thoroughfares for approximately one 
hundred million passengers annually, along with other members of the pub-
lic. The Port Authority adopted a regulation prohibiting both the repetitive 
distribution of literature and the solicitation of funds within the airport ter-
minals, and ISKCON sought a declaratory judgment that the regulation vio-
lated its members’ First Amendment rights.
 As with most cases involving regulation of speech on public property, the 
disposition of ISKCON v. Lee turned on whether airport terminals consti-
tuted a public forum. A majority of the Supreme Court, in a complex series 
of opinions, essentially answered in the negative. ISKCON advanced a func-
tional interpretation of the public forum doctrine that emphasized the his-
toric, speech-facilitating nature of transportation nodes (for example, rail and 
bus stations, wharves, and Ellis Island), and contended that such sites histori-
cally served as important forums for expression. Justice Rehnquist rejected 
this functional interpretation of the doctrine in favor of a narrower reading, 
and concluded for the Court that “given the lateness with which the modern 
air terminal has made its appearance, it hardly qualifies for the description 
of having immemorially . . . time out of mind been held in trust and used 
for purposes of expressive activity.”16 Accordingly, Rehnquist concluded, air-
port terminals did not constitute a “traditional public forum.” Furthermore, 
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 according to Rehnquist, airport terminals did not constitute “designated pub-
lic forums” because the government owners were (not surprisingly) contest-
ing their use for expressive purposes, and they could not be said to have been 
“intentionally opened by their operators to such [expressive] activity.”17 Of 
course, in nearly every public forum case before the courts, the government 
will be contesting the exercise of free speech rights on government property 
and will contend that it did not take the requisite steps to create a “designated 
public forum.” Having concluded that the airport terminals were nonpublic 
forums, Rehnquist merely evaluated the Port Authority’s ban on distribution 
of literature and solicitation of funds under a “reasonableness” standard,  under 
which the bans were readily upheld.
 Justice Kennedy (writing for himself and Justices Blackmun, Stevens, and 
Souter) criticized Rehnquist’s miserly interpretation of the public forum doc-
trine, on the grounds that it left “almost no scope for the development of new 
public forums absent the rare approval of the government.”18 He explained 
that the purposes of the public forum doctrine cannot be given effect unless 
the Court undertakes an objective, functional inquiry, based on the “actual, 
physical characteristics and uses of the property.”19 Under such an inquiry, the 
Court should recognize that open public spaces and thoroughfares that are 
suitable for discourse such as airport terminals should be conceptualized as 
public forums, whatever their historical pedigree. Absent such a functional in-
terpretation, the public forum doctrine “retains no relevance in times of fast-
changing technology.”20 In lieu of the strict “traditionality” inquiry  adopted by 
Chief Justice Rehnquist, Justice Kennedy advanced a functional, evolving in-
terpretation of the public forum doctrine, under which the Court should take 
into account the fact that airport terminals are among the few public spaces 
where people have extended contact with other members of the public, and 
which, like streets, have areas that are “open to the public without restriction.”21

 Justice Kennedy went on to criticize Rehnquist’s interpretation of “desig-
nated public forums,” under which the government is granted the discretion to 
“restrict speech by fiat.”22 Under Rehnquist’s analysis, if the government does 
not expressly designate property as a public forum (and thereby assume the 
burden not to regulate speech on that property), the public enjoys no mean-
ingful free speech rights on such property. This reading of the “designated 
public forum” doctrine allows the government to easily evade its affirmative 
obligations under the First Amendment. Rehnquist’s failure to “recognize the 
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possibility that new types of government property may be appropriate forums 
for speech will lead to a serious curtailment of our expressive activity,”23 as 
Justice Kennedy explained:

[U]nder the Court’s view, the authority of the government to control speech on 
its property is paramount, for in almost all cases the critical step in the Court’s 
analysis is a classification of the property that turns on the government’s own 
definition or decision, unconstrained by an independent duty to respect the 
speech its citizens can voice there. . . . 

The Court’s approach is contrary to the underlying purposes of the public  forum 
doctrine. The liberties protected by our doctrine . . . are essential to a functioning 
democracy. . . . Public places are of necessity the locus for discussion of public 
 issues, as well as protest against arbitrary government action. At the heart of our 
jurisprudence lies the principle that in a free nation citizens must have the right to 
gather and speak with other persons in public places. The recognition that certain 
government-owned property is a public forum provides open notice to citizens 
that their freedoms may be exercised there without fear of a censorial government, 
adding tangible reinforcement to the idea that we are a free people. . . . 

[T]he policies underlying the [public forum] doctrine cannot be given effect 
unless we recognize that open, public spaces and thoroughfares that are suit-
able for discourse may be public forums, whatever their historical pedigree and 
without concern for a precise classification of the property.24

 Justice Kennedy went on to lament the Court’s unwillingness to construe 
the public forum doctrine to encompass public forums in new media in the 
1996 case of Denver Area Educational Telecommunications Consortium v. 
F.C.C.25 In that case, the Court scrutinized various FCC orders implement-
ing provisions of the Cable Television Consumer Protection and Competition 
Act governing “indecent” and obscene programming. One of the challenged 
FCC orders permitted cable operators to prohibit patently offensive or inde-
cent programming on public access channels—channels that were available at 
low or no cost to members of the public. Justice Kennedy contended that these 
public access channels met the definition of a “designated public forum”—
“property that the State has opened for expressive activity by part or all of 
the public”26—and therefore that cable operators’ speech restrictions within 
such forums (as expressly authorized by the FCC) were subject to stringent 
scrutiny. First, he explained, even the nominally private ownership of these 
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forums did not insulate them from the reach of the public forum doctrine: 
“[p]ublic access channels . . . are public fora even though they operate over 
property to which the cable operator holds title.”27 Second, he explained that 
in providing public access channels under their franchise agreements,

[C]able operators therefore are not exercising their own First Amendment 
rights. [Rather,] [t]hey serve as conduits for the speech of others. . . . Treating 
[public] access channels as public fora does not just place a label on them. . . . 
It defines the First Amendment rights of speakers seeking to use the channels. 
When property has been dedicated to public expressive activities, by tradition 
or government designation, access is protected by the First Amendment.28

 Justice Kennedy went on to explain that the purpose underlying the pub-
lic forum doctrine—to ensure open, nondiscriminatory access to the means 
of communication—was evident in the legislation under which the FCC was 
regulating and that the public forum doctrine must be meaningfully extended 
to new media:

Giving Government free rein to exclude speech it dislikes by delimiting pub-
lic fora (or common carriage provisions) would have pernicious effects in the 
modern age. Minds are not changed in streets and parks as they once were. To 
an increasing degree, the more significant interchanges of ideas and shaping of 
public consciousness occur in mass and electronic media. The extent of public 
entitlement to participate in those means of communication may be changed as 
technologies change; and in expanding those entitlements the Government has 
no greater right to discriminate on suspect grounds than it does when it effects 
a ban on speech against the backdrop of the entitlements to which we have been 
more accustomed.29

 Justice Kennedy concluded that in order for the First Amendment to re-
main meaningful within new technologies, the public forum doctrine—like 
the common carriage doctrine—must be extended to these new technologies, 
to prevent government (and government-like actors operating public forums) 
from exercising the power to discriminate against disfavored expression.
 In summary, in a series of recent cases the Supreme Court has curtailed 
the obligations imposed on the government to facilitate expression in public 
“places.” First, the Court has refused to adopt a functional interpretation of 
the “traditional public forum” category, thus rendering this category ineffec-



 a Place to speak Your mind 77

tual for new media such as the Internet. Second, the Court has substantially 
deferred to government actors in its determinations of which public places 
will be conceptualized as “designated public forums,” in the process returning 
perilously close to the doctrine embodied in Davis in which the state enjoyed 
the same rights as private property owners to determine which expression to 
prohibit and which to allow on its property.30 The Court’s recent public forum 
jurisprudence fails to recognize the importance of preserving spaces where 
members of the public can engage in the free exchange of ideas, without fear 
of government censorship, that is essential to democratic self-government.

the Contraction of the Public Forum 
doctrine in Cyberspace

However bleak is the picture of public forums in real space, it is bleaker still 
for cyberspace. The vast majority of speech forums in cyberspace are privately 
owned and regulated, with the consequence that virtually no public places 
exist that are even candidates for the public forum designation. One might 
suppose that the small number of actually public Internet spaces would be 
regulated as public forums. Yet in recent challenges to speech regulations im-
posed by government actors within public Internet spaces, courts—including 
the Supreme Court—have concluded that such spaces are not public forums 
and that governmental regulations of speech within these forums are immune 
from meaningful First Amendment scrutiny. Most notably, in the American 
Library Association v. United States31 case decided in 2003, the Supreme Court 
held that Internet access provided by public libraries did not constitute a pub-
lic forum, and therefore that speech restrictions imposed within such forums 
were immune from meaningful First Amendment scrutiny.
 In American Library Association v. United States, plaintiffs challenged 
the constitutionality of the Children’s Internet Protection Act (CIPA), which 
required all public libraries that provide Internet access to their patrons to 
impose software filters upon such access—or else forgo substantial federal 
funding. CIPA makes the use of software filters by public libraries and schools 
a condition on their receipt of two kinds of federal subsidies: grants under 
the Library Services and Technology Act (LSTA) and “E-rate” discounts for 
Internet access and support under the Telecommunications Act.32 To receive 
LSTA funds or E-rate discounts, public libraries and schools are required to 
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certify that they are using technology protection measures like software filters 
that prevent patrons from accessing visual depictions that are obscene; child 
pornography; or, in the case of minors, “harmful to minors.”33 With respect 
to adults’ use of Internet-accessible computers, CIPA provides that a library 
official is permitted to “disable the technology protection measure concerned, 
during use by an adult, to enable access for bona fide research or other lawful 
purpose.”34 However, CIPA’s amendments to the E-rate program do not per-
mit libraries or schools to disable filters to enable bona fide research or other 
lawful use for minors.
 The algorithms and process employed by filtering software to restrict ac-
cess to certain content are created by those who design such software and 
constitute a substantial portion of the programs’ value to consumers. As such, 
they are typically protected as trade secrets. Thus a library implementing a fil-
tering software program typically has no way of knowing which websites will 
actually be rendered inaccessible by the program. Although the library may 
choose to configure the software to filter out certain pre-defined categories of 
websites (such as “Adult/Sexually Explicit”), the library has no way of know-
ing the criteria used by the software developers to select which websites fall 
into this category, nor which websites will actually be found to fall within this 
category.
 The constitutionality of CIPA was initially considered by a special three-
judge panel, which first found that the use of the filtering software programs 
mandated by CIPA erroneously block a huge amount of speech that is pro-
tected by the First Amendment,35 estimating the number of web pages erro-
neously blocked to be “at least tens of thousands.”36 Filtering software pro-
grams, the court found, “block many thousands of Web pages that are clearly 
not harmful to minors, and many thousands more pages that, while possibly 
harmful to minors, are neither obscene nor child pornography.”37 Indeed, the 
government’s expert himself acknowledged that popular filtering software 
packages over-block at rates between nearly 6 percent and 15 percent (in other 
words, between 6 and 15 percent of blocked web pages contained no content 
that met even the software’s own definitions of sexually themed content, let 
alone the constitutional definitions of obscenity or child pornography).38 Fur-
thermore, the court concluded that software filtering programs inevitably 
over-block harmless Internet content, which adults and minors have a First 
Amendment right to access, and under-block obscene and child pornographic 
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content, which neither adults nor minors have a First Amendment right to ac-
cess. This is in part because the categories used by such software for filtering 
purposes are broader than the constitutional categories of unprotected speech 
defined by CIPA and in part because of the imperfections in filtering software 
technology.39

 The court went on to find that the provisions of CIPA permitting libraries 
to unblock wrongfully blocked sites upon request were insufficient to render 
the statute constitutional.40 In addition to the constitutional infirmities inher-
ent in refusing to permit libraries to unblock wrongfully blocked sites for mi-
nors,41 the court found that many adult patrons would be “reluctant or unwill-
ing to ask librarians to unblock Web pages or sites that contain only materials 
that might be deemed personal or embarrassing, even if they are not sexually 
explicit or pornographic.”42 Because libraries were not required under CIPA’s 
scheme to permit Internet users to make anonymous unblocking requests, 
the vast majority of patrons confronted with wrongfully blocked sites appar-
ently declined to request the unblocking of such sites.43 Furthermore, even 
where unblocking requests were submitted and acted upon, the unblocking 
process took too long—between twenty-four hours and one week. The court 
concluded that

[T]he content-based burden that the library’s use of software filters places on 
patrons’ access to speech suffers from the same constitutional deficiencies as 
a complete ban on patrons’ access to speech that was erroneously blocked by 
filters, since patrons will often be deterred from asking the library to unblock a 
site and patron requests cannot be immediately reviewed.44

 The court also undertook a forum analysis of the requirements imposed on 
libraries by CIPA, explaining that the threshold determination was whether 
libraries’ provision of Internet access constituted a traditional public forum, a 
designated public forum of some type, or a nonpublic forum.45 Because under 
the Supreme Court’s public forum jurisprudence the category of traditional 
public forums appears to be limited to streets, sidewalks, public parks, and 
other such public places that have “immemorially been held in trust for the 
use of the public for expressive purposes,”46 the court concluded that libraries’ 
provision of Internet access could not fall within this category.
 The court then considered whether libraries’ provision of Internet access 
constituted a “designated public forum”—a forum the libraries opened up and 
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designated for expressive and communicative purposes—in which case the 
speech restrictions would be subject to stringent First Amendment scrutiny. 
The court easily distinguished libraries’ provision of Internet access from non-
public forums—government-owned property not opened up for expressive 
purposes, such as military bases, jail grounds, and the federal workplace47—
and found that the purpose of a public library’s provision of Internet access 
is “for use by the public . . . for expressive activity, namely, the dissemination 
and receipt by the public of a wide range of information.”48 It concluded that 
the government’s provision of Internet access in a public library constituted a 
designated public forum.49

 The court then considered the level of First Amendment scrutiny that was 
applicable to the speech regulations CIPA imposed within this designated 
public forum. It explained that if the government had only intended to fa-
cilitate a narrow range of speech within the designated public forum at issue, 
then the government’s restriction of speech within such a forum to that nar-
row range would be accorded substantial deference. That is, once the govern-
ment has opened its property for use for a particular range of expressive pur-
poses, its restrictions limiting expressive uses to this range of expression are 
to be accorded substantial deference. As the Supreme Court explained by way 
of example on the related subject of government-subsidized speech, “[w]hen 
Congress established the National Endowment for Democracy to encourage 
other countries to adopt democratic principles, it was not constitutionally re-
quired to encourage competing lines of political philosophy such as commu-
nism and fascism.”50 Rather, only speech that was within the scope for which 
the forum was designated was permitted within that forum, and speech that 
fell outside of this designated range could constitutionally be excluded by the 
government. Conversely, the broader the range of speech the government fa-
cilitates within a designated public forum, the less deference courts will ac-
cord to the government’s content- or viewpoint-based restrictions on speech 
within that forum. Thus “when the government creates a designated public 
forum to facilitate speech representing a diverse range of viewpoints, the gov-
ernment’s decision selectively to single out particular viewpoints for exclusion 
is subject to strict scrutiny.”51 The court concluded that libraries’ provision of 
Internet access fell within the latter category of designated public forums—
that is, those in which a broad range of expression was permitted and within 
which the government’s speech regulations are subject to strict First Amend-
ment scrutiny.
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 Referring to the Supreme Court’s decision in Rosenberger v. Rectors and 
Visitors of the University of Virginia,52 the court explained,

[T]he more widely the state opens a forum for members of the public to speak 
on a variety of subjects and viewpoints, the more vulnerable is the state’s deci-
sion selectively to exclude certain speech on the basis of its disfavored content, 
as such exclusions distort the marketplace of ideas that the state has created in 
establishing the forum. . . . [W]here the state designates a forum for expressive 
activity and opens the forum for speech by the public at large on a wide range 
of topics, strict scrutiny applies to restrictions that single out for exclusion from 
the forum particular speech whose content is disfavored.53

Applying the Rosenberger Court’s analysis, the court explained that libraries’ 
provision of Internet access to their patrons—in contrast to their provision of 
print materials—enables their patrons to receive speech on a “virtually unlim-
ited number of topics, from a virtually unlimited number of speakers, without 
attempting to restrict patrons’ access to speech that the library, in the exercise 
of its professional judgment, determines to be particularly valuable.”54 Librar-
ies’ provision of Internet access enables patrons to receive speech on a broad 
and diverse range of topics, and the restrictions on sexually themed expres-
sion imposed by mandatory software filters within this forum are subject to 
strict First Amendment scrutiny. Accordingly, the court rejected the govern-
ment’s argument that libraries’ content-based decisions implemented via fil-
tering software are merely subject to reduced scrutiny. It concluded,

Within this “vast democratic forum” which facilitates speech that is “as diverse 
as human thought,” software filters single out for exclusion particular speech on 
the basis of its disfavored content. These content-based restrictions on patrons’ 
access to speech are subject to strict scrutiny.55

 Applying strict scrutiny to libraries’ filtering of certain sexually themed 
speech, the court found that the use of filtering software mandated by CIPA 
“erroneously blocks a huge amount of speech that is protected by the First 
Amendment.”56

 The Supreme Court reversed, holding that CIPA’s restrictions on speech 
were not unconstitutional,57 on the basis of its determination that these speech 
restrictions were not imposed within a public forum. Chief Justice Rehnquist, 
who authored a plurality opinion in which Justices O’Connor, Scalia, and 
Thomas joined, held that the provision of Internet access in public libraries 
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did not constitute a public forum and that strict scrutiny was therefore not 
warranted.58 Rehnquist first explained that Internet access in public libraries
did not constitute a “traditional public forum” within the constitutional 
meaning of that term because “this resource—which did not exist until quite 
recently—has not immemorially been held in trust for the use of the public 
[or], time out of mind, . . . been used for purposes of assembly, communica-
tion of thoughts between citizens, and discussing public questions.”59

 He went on to explain that Internet access in public libraries did not con-
stitute a “designated public forum,” a forum in which “the government [has 
made] an affirmative choice to open up its property for use as a public forum.”60 
Rehnquist found, with little elaboration and despite the American Library  
Association’s arguments to the contrary,61 that “a public library does not ac-
quire Internet terminals in order to create a public forum for web publishers to 
express themselves, [but rather] . . . to facilitate research, learning, and recre-
ational pursuits by furnishing materials of requisite and appropriate quality.”62 
He observed that “even if appellees had proffered more persuasive evidence 
that public libraries intended to create a forum for speech by connecting to the 
Internet, we would hesitate to import the public forum doctrine . . . wholesale 
into the context of the Internet.”63

 Having concluded that libraries’ provision of Internet access did not consti-
tute a public forum, Rehnquist analyzed CIPA’s constitutionality under a frame-
work of reduced scrutiny, and merely inquired into whether libraries’ use of 
filtering software was “reasonable,”64 which he readily found that it was.  Despite 
the fact that the libraries themselves contended that they had provided Internet 
access to their patrons in order to facilitate communication and exchange on 
a “virtually unlimited number of topics,” Rehnquist declined to extend public 
forum status to the publicly owned Internet forum at issue and declined to ex-
tend meaningful scrutiny to the government’s content-based exclusions from 
that forum effected by the implementation of mandatory software filters.
 The Court’s refusal to recognize the public forum status of libraries’ provi-
sion of Internet access establishes a dangerous, speech-restrictive precedent 
for the Internet. In this rare instance of public ownership and control over an 
Internet speech forum, in which the public entity acknowledges that it created 
the forum to facilitate the exchange of ideas among members of the public on 
a virtually unlimited number of topics, the Court nonetheless held that no 
public forum was created and that speech restrictions within the forum were 
immune from meaningful First Amendment scrutiny. If no public forum for 
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expression is found in these circumstances, it is unlikely that a public forum 
will ever be recognized in the context of the Internet.
 Indeed, following the Supreme Court’s decision in the American Library 
Association case, courts appear unwilling to hold that public provision of In-
ternet access constitutes a public forum. In Nickolas v. Fletcher,65 for example, 
blogger Mark Nickolas challenged the state of Kentucky’s decision to prohibit 
state employees from accessing blogs on state-owned computers. The Kentucky 
state government had initially allowed its employees to access the Internet for 
business and limited personal use, while implementing commercial filtering 
software to prohibit access to pornographic sites and chat rooms. On June 20, 
2006, Nickolas was quoted in The New York Times expressing views that were 
critical of Governor Fletcher’s administration. Immediately after that date, 
the state prohibited state employees from accessing blog sites (by selecting 
“blogs/newsgroups” from the list of categories to be blocked by its commercial 
filtering software), while continuing to allow employees to access mainstream 
news websites. Nickolas challenged this restriction that prohibited state em-
ployees from accessing his and other blogs, claiming that this action effected 
an unconstitutional restriction of speech within a designated public forum.
 The court rejected Nickolas’s argument that the state’s provision of Inter-
net access constituted a traditional public forum or a designated public forum. 
Because state employees were only allowed to use the Internet for business 
and limited personal use, the court concluded that this use was not for “open 
communication or the free exchange of ideas between members of the public,” 
and therefore the forum at issue was not a “traditional public forum.”66 Sec-
ond, the court ruled that because the state restricted Internet access to catego-
ries such as pornography and chat rooms, it was not providing “open access 
to any website” but rather was providing “limited access at its discretion,” and 
therefore was not creating a “designated public forum.”67 In this contorted 
application of the public forum doctrine, the court held that because the state 
was restricting access to some Internet expression based on content, the state 
was ipso facto constitutionally permitted to restrict access to any Internet ex-
pression it chose.
 The court thus held that the government’s challenged speech restrictions 
occurred within a nonpublic forum and, following American Library Asso-
ciation v. United States, that the state’s restrictions on speech within this 
nonpublic forum need only be “reasonable” and viewpoint-neutral. Despite 
Nickolas’s assertion that the state’s ban on blogs was implemented the same 
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day he was quoted in the New York Times criticizing the governor, the court 
held that the state’s actions restricting access to blog sites was reasonable and 
viewpoint-neutral,68 and not in violation of the First Amendment.
 The legacy of the Supreme Court’s ill-advised public forum analysis in 
American Library Association v. United States appears to be that even public 
entities such as public libraries and state governments that control Internet 
speech forums will not be held to meaningful First Amendment scrutiny. 
Restrictions of speech within Internet forums—whether by public or private 
actors—simply are no longer constitutionally prohibited. As a result, the im-
portant functions served by the First Amendment—and by the public forum 
doctrine in particular—are in danger of being seriously eroded in cyberspace.

restoring the Values of the Public Forum 
within Cyberspace

The Supreme Court’s current public forum jurisprudence, both in real space 
and in cyberspace, has all but abandoned its original mandate from Hague v. 
CIO that citizenship in our form of government requires that public places be 
held open and made available for individuals to assemble, communicate, and 
discuss matters of public and societal importance. The public forum doctrine 
as it exists today is insufficient to protect individuals’ right to engage in the 
exchange of information and ideas that is essential to our form of self-govern-
ment. Courts’ refusal to extend public forum status to (and meaningful First 
Amendment protection within) Internet forums managed and controlled by 
the state all but decimates meaningful protection for expression on the Inter-
net. As Justice Kennedy warned, “minds are not changed in streets and parks 
as they once were.” Today, they are often changed on the Internet. Courts 
should rethink their public forum analysis to impose meaningful limitations 
on state actors’ discretion to restrict speech within the Internet forums they 
control, and should apply a functional instead of a historically literal analysis 
of what constitutes a “traditional public forum.” As the lower court in Ameri-
can Library Association explained,

The provision of Internet access . . . shares many of the characteristics of tradi-
tional public fora that uniquely promote First Amendment values. . . . Regula-
tion of speech in streets, sidewalks, and parks is subject to the highest scrutiny 
not simply by virtue of history and tradition, but also because the speech- 
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facilitating character of sidewalks and parks makes them distinctly deserving 
of First Amendment protection. Parks and sidewalks are paradigmatic loci of 
First Amendment values in large part because they permit speakers to commu-
nicate with a wide audience at low cost. . . . Similarly, . . . a speaker can, via the 
Internet, address the public, for little more than the cost of Internet access. . . . 
 The Internet promotes First Amendment values in the same way that the 
historical use of traditional public fora for speaking, handbilling, and protesting 
[does]. . . . A faithful translation of First Amendment values from the context of 
traditional public fora such as sidewalks and parks to the distinctly non-tradi-
tional public forum [of the Internet] . . . requires that content-based restrictions 
on Internet access . . . be subject to the same exacting standards of First Amend-
ment scrutiny as content-based restrictions on speech in traditional public for 
such as sidewalks, town squares, and parks.69

 Courts should recognize that the Internet is the functional equivalent of 
the public town square—a place that permits speakers to communicate with 
a wide audience at low cost—and should meaningfully translate the values 
underlying the public forum doctrine from real space to cyberspace. Govern-
ment provision of Internet access for general information purposes, such as 
that offered by public libraries or by municipalities offering municipal broad-
band, should be held to constitute a public forum in which restrictions on 
expression are subject to meaningful First Amendment scrutiny.
 Unless and until the federal courts rethink the public forum doctrine so 
as to provide meaningful protection for freedom of expression, states should, 
through their courts or legislatures, define public forums to encompass Inter-
net forums that are generally open to the public for free speech purposes. In 
this regard, the example of California is illustrative. Concerned with what it 
found to be a “disturbing increase in lawsuits brought primarily to chill the 
valid exercise of the constitutional right of freedom of speech,”70 in 1992 the 
California legislature enacted a statute aimed at deterring “strategic lawsuits 
against public participation,” or SLAPP suits.71 This statute grants individuals 
the right to speak and petition freely within “public forums”—whether pub-
licly or privately owned—free from harassing and meritless lawsuits aimed at 
chilling such speech. California’s anti-SLAPP statute grants individuals the 
right to “dismiss at an early stage nonmeritorious litigation meant to chill  
the valid exercise of constitutional rights of freedom of speech and petition in 
connection with a public issue.”72 The statute defines an “act in furtherance 
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of a person’s right of petition or free speech” to include “any written or oral 
statement or writing made in a place open to the public or a public forum in 
connection with an issue of public interest.”73

 In interpreting its anti-SLAPP statute, the California courts in a number of 
instances have held that Internet forums constitute public forums. In National 
Technical Systems v. Schoneman,74 for example, the California Court of Ap-
peal held that an Internet bulletin board constituted a public forum. In that 
case, National Technical Systems Inc. (NTS) brought a defamation suit against 
Brett Schoneman, its former vice president, for statements that Schoneman had 
posted about NTS on the Yahoo! Finance message board. Schoneman brought 
a motion to strike the lawsuit under California’s anti-SLAPP statute, claiming 
that his statements arose out of First Amendment activity, were made in “a 
public forum in connection with an issue of public interest,” and were there-
fore protected. The California Court of Appeal granted Schoneman’s motion to 
strike, holding that the statute’s definition of “public forum” as a place open to 
the public and in which information on matters of public interest were freely 
exchanged encompassed Internet bulletin boards or chat rooms that are open 
to the public.
 The Court reached similar holdings in ComputerXpress v. Jackson75 and 
in Bidbay v. Spry,76 concluding that Internet chat rooms and message boards 
(even where privately owned) constitute public forums when they are “open 
to the public or to a large segment of the interested community.”77 California’s 
anti-SLAPP statute accordingly grants individuals the right to express them-
selves without fear of reprisal or censorship by public or private speech regu-
lators. Although California’s anti-SLAPP statute was originally designed to 
deter lawsuits that merely threatened to chill free expression, its invocation to 
deter actions that actually censor free expression—such as the removal of dis-
favored content by an Internet speech regulator—is an even more significant 
form of protection for individuals’ free speech rights. With the technological 
tools available to Internet actors to censor speech with the click of a mouse, 
such censorship tools present an even greater harm to speakers than lawsuits 
designed to chill their speech. Following California’s lead, in the face of the 
Supreme Court’s unwillingness to protect the values inherent in the public 
forum doctrine, states should define public forums (whether under their state 
constitutions or state legislation) to encompass Internet forums for expression 
that are in fact open to the public.

•  •  •
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 Contrary to the widely held perception of the Internet as one great public 
forum in which individuals can express themselves without fear of censorship, 
with the Supreme Court’s recent contraction of the public forum doctrine, 
even government restrictions on speech within expressive Internet forums 
have been rendered immune from meaningful First Amendment scrutiny. 
With the demise of public ownership, and of public forums, in cyberspace, 
important constitutional safeguards for speech that were formerly embodied 
in the public forum doctrine are in danger of being seriously eroded in cyber-
space. Courts should reverse this trend by adopting a functional interpreta-
tion of the public forum doctrine to render these crucial safeguards for free 
speech meaningful in the Internet age.
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enjoys government-like power to censor speech, under what 

circumstances should it be treated like the government and have its speech 
restrictions subject to First Amendment scrutiny? In the mid-twentieth cen-
tury, the Supreme Court set forth the circumstances in which it was appro-
priate to subject private actors who censor speech to constitutional scrutiny. 
Under the state action doctrine, the Court explained that sometimes private 
entities act so much like the government that they should be regarded as such 
for constitutional purposes. However, consistent with the negative concep-
tion of the First Amendment, beginning in the 1970s the Court declined to 
treat powerful private speech regulators as state actors for First Amendment 
purposes. Subsequent courts have declined to subject private Internet speech 
restrictions—such as those imposed by Comcast or Google—to meaningful 
scrutiny under the First Amendment. In this chapter, I explore the Court’s 
recent, ill-advised refusal to consider powerful private actors as state actors 
for First Amendment purposes, both in real space and then in cyberspace.
 The mid-twentieth century cases of Marsh and Logan Valley, discussed in 
Chapter 3, represent the high-water mark of the Supreme Court’s treatment 
of private speech regulators as state actors for First Amendment purposes. 
Shortly after the Logan Valley decision, in Lloyd v. Tanner,1 the Supreme Court 
scaled back its protection of free speech against regulation by powerful private 
actors.
 Lloyd involved individuals’ efforts to peacefully distribute leaflets in a 
large shopping mall to protest the Vietnam War, less than six months after the 
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Logan Valley decision was handed down (which protected expression in simi-
lar circumstances). This time, the protestors sought to exercise their rights 
within Lloyd Center, a shopping mall complex that was much larger and more 
comprehensive than Logan Valley, encompassing fifty acres and containing 
sixty establishments, including offices of doctors, dentists, lawyers, bank-
ers, travel agents, and persons offering a variety of other services.2 The pri-
vate company that acquired Lloyd Center purchased the land from the city 
of Portland, which vacated eight acres of public streets to make room for the 
shopping mall complex. (Notably, if the city had maintained ownership of 
this property, individuals seeking to exercise their free speech rights on the 
Portland streets would have enjoyed the right to do so under the public forum 
doctrine.) Given the extent of goods and services available at this centrally 
located shopping center, “for many Portland citizens, Lloyd Center [would] so 
completely satisfy their wants that they would have no reason to go elsewhere 
for goods or services.”3 Indeed, because of the Center’s ability to reach such 
large audiences, presidential candidates from both major parties selected the 
Lloyd Center as the forum from which to reach the broadest audience of Port-
land residents (and received permission to do so).
 Recognizing the Center’s potential for reaching a broad audience of Port-
land citizens, several protestors sought to distribute antiwar materials on the 
mall’s walkways. The owners of the complex instructed their security guards 
to warn the protestors that they would be arrested unless they ceased their 
activities. The protestors brought suit, seeking declaratory relief and claiming 
that the First Amendment privileged their expressive activities. Although the 
case arose within months of the Logan Valley decision, this time the Court 
privileged the shopping center’s property rights over the free speech rights of 
members of the public. The Court distinguished Logan Valley on the grounds 
that the picketers in that case were expressing themselves on a subject matter 
that was directly related to the shopping center’s operations—the non-union 
status of the Weis supermarket—in circumstances in which “no other reason-
able opportunities for the picketers to convey their message to their intended 
audience were available.”4 In contrast, the Court explained, the protestors in 
Lloyd were not protesting on a matter related to the shopping center’s opera-
tions, and therefore had reasonable alternatives to convey their message to 
their intended audiences (such as by distributing their literature on the public 
streets and sidewalks adjacent to Lloyd Center).
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 Despite the Court’s attempt to distinguish Logan Valley from Lloyd’s facts, 
it is difficult to explain the divergent outcomes in Logan Valley and Lloyd as 
anything other than a deliberate doctrinal shift by the Court, with the ef-
fect of insulating speech regulation by powerful private forums of expression 
from First Amendment scrutiny.5 Indeed, the circumstances of Lloyd present 
a stronger case for recognition of free speech rights. Lloyd Center took over 
a larger swath of public land, comprehended a greater offering of goods and 
services, and involved the most highly valued of speech—“pure expression 
of political beliefs,” in the words of the district court.6 This doctrinal shift 
toward the negative conception of the First Amendment is particularly trou-
bling because it coincides with the trend toward increased takeover of public 
forums by private entities. As Justice Marshall warned in his dissent,

It would not be surprising in the future to see cities rely more and more on 
private business to perform functions once performed by government agencies. 
The advantage of reduced expenses and an increased tax base cannot be over-
stated. As governments rely on private enterprise, public property decreases in 
favor of privately owned property. It becomes harder and harder for citizens to 
find means to communicate with other citizens.7

Indeed, since the Lloyd decision was handed down in the early 1970s, private 
entities have assumed greater ownership and control of forums for communi-
cation and expression, in real space and cyberspace, and exercise such control 
unchecked by the First Amendment, as a result of the contraction of the state 
action doctrine begun in Lloyd.
 In a further blow to the state action doctrine, in the 1973 case of C.B.S. v. 
D.N.C.8 the Court made clear that it would continue to narrowly construe 
the doctrine in the First Amendment context. Although this case is gener-
ally viewed as involving the unsuccessful invocation of the fairness doctrine, 
it is also noteworthy in that it further limits the state action doctrine in the 
First Amendment context. In this case, the Democratic National Committee 
(DNC) and other antiwar organizations sought radio and television airtime 
to express their views in opposition to the Vietnam War. The organizations 
claimed that the fairness doctrine—and the First Amendment more gener-
ally—prohibited the radio and television stations involved from refusing to 
sell them airtime to express their views on the war. The case involved a con-
solidation of appeals from FCC decisions brought by the DNC and the Busi-
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ness Executives Move for Vietnam Peace (BEM). BEM had filed a complaint 
with the FCC alleging that radio station WTOP had refused to sell it airtime 
to broadcast a series of brief announcements expressing its views on the Viet-
nam War. It was the policy of WTOP (and many other broadcasters) to refuse 
to sell advertising time for announcements to those who wished to express 
views on controversial issues of public importance such as the Vietnam War. 
The DNC had also filed a request with the FCC seeking a declaratory ruling 
under the First Amendment and the Communications Act that a broadcaster 
may not refuse to sell airtime to responsible entities wishing to comment on 
controversial public issues.9 The FCC denied both requests, and BEM and the 
DNC appealed to the D.C. Circuit. That court held that a policy banning paid 
announcements on controversial public issues (while allowing other paid ad-
vertisements) violated the First Amendment.
 In a complex series of opinions, the Supreme Court sided with the broad-
casters, concluding that neither the fairness doctrine nor the First Amend-
ment required the broadcasters to grant airtime to these organizations to 
express their views on controversial issues of public importance such as the 
Vietnam War. In so doing, the Court concluded that the challenged action 
of the broadcasters did not constitute state action in violation of the First 
Amendment despite the substantial intertwined relationship between the 
state and the broadcasters.
 The state action aspect of the decision was sharply criticized by Justice 
Brennan, who argued that the broadcasters were so intertwined with the 
government as to render them state actors for First Amendment purposes. 
In an analysis with important implications for our consideration of broad-
band providers and other powerful Internet speech conduits, Justice Brennan 
explained that the reach of the First Amendment should not depend upon 
any “formalistic ‘public-private’ dichotomy, but rather upon more functional 
considerations concerning the extent of government involvement in, and 
public character of, a particular ‘private’ enterprise.”10 In contending that the 
broadcasters’ refusal to facilitate these antiwar announcements constituted 
state action, Brennan observed that the characteristics of the broadcast in-
dustry revealed an “extraordinary relationship between the broadcasters 
and the federal government”—including the public nature of the airwaves; 
the government-conferred, quasi-monopolistic status of broadcast licensees; 
and the FCC’s approval of the challenged broadcaster policy. On the basis of 
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the confluence of these various indicia of government action, Justice Brennan 
concluded that the government had “so far insinuated itself into a position of 
participation in [the challenged] policy that the absolute refusal of broadcast 
licensees to sell air time to groups or individuals wishing to speak out on con-
troversial issues of public importance must be subjected to the restraints of 
the First Amendment.”11 He contended that the First Amendment should be 
interpreted to provide members of the public with the meaningful opportu-
nity to express themselves—even via privately owned conduits for expression:

It is only through free debate and free exchange of ideas that government re-
mains responsive to the will of the people and peaceful change is effected. . . .  
The public have a strong First Amendment interest in the reception of a full 
spectrum of views—presented in a vigorous and uninhibited manner—on con-
troversial issues of public importance. . . . [T]he most effective way to insure 
this uninhibited, robust, and wide-open debate is by fostering a free trade in 
ideas by making our forums of communication readily available to all persons 
wishing to express their views. . . . Indeed, the availability of at least some op-
portunity for editorial advertising is imperative if we are ever to attain the free 
and general discussion of public matters [that] seems absolutely essential to 
prepare the people for an intelligent exercise of their rights as citizens.

[O]ur citizens have at least an abstract right to express their views on con-
troversial issues of public importance. But freedom of speech does not exist in 
the abstract. On the contrary, the right to speak can flourish only if it is allowed 
to operate in an effective forum. . . . For in the absence of an effective means of 
communication, the right to speak would ring hollow indeed. . . . [T]he broadcast 
frequencies allotted to the various radio and television licensees constitute appro-
priate “forums” for the discussion of controversial issues of public importance.12

Recognizing the importance of ensuring effective forums of communication for 
those seeking to express their views on controversial issues of public impor-
tance (whether via powerful public or privately owned forums), Justice Brennan 
criticized the majority’s curtailment of the state action doctrine and its refusal 
to subject the broadcasters’ censorial actions to First Amendment scrutiny.

•  •  •

 The court’s contraction of the state action doctrine—coupled with the in-
creasing privatization of communities in which individuals live and conduct 
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their daily activities— means that an increasing amount of speech regulation 
is for all practical purposes outside the scope of First Amendment scrutiny.

state answers to the state action Problem

One potential recourse to address the curtailment of free speech rights is for 
state courts to interpret their own constitutions to grant broader rights for in-
dividuals against censorship by powerful private entities. Indeed, in response 
to the Supreme Court’s contraction of the state action doctrine of the First 
Amendment, several state supreme courts have done just that.
 In the case of Robins v. Pruneyard Shopping Center,13 for example, the 
California Supreme Court interpreted the free speech protections in the Cali-
fornia Constitution to apply to regulations imposed by private entities. In 
Pruneyard, several California high school students sought to protest a United 
Nations resolution opposing “Zionism” by distributing leaflets in a large shop-
ping mall located in California. The case arose subsequent to the decision of 
Lloyd v. Tanner, in which the United States Supreme Court held that students 
protesting the Vietnam War had no First Amendment right to do so within 
the confines of a privately owned shopping center. While recognizing that the 
First Amendment, per the Supreme Court’s decision in Lloyd, did not grant 
the activists the right to protest, the California Supreme Court held that the 
California Constitution’s free speech clause granted the protestors this right. 
In weighing the shopping center’s property and free speech rights to exclude 
against the free speech rights of the protestors, the court held that the protes-
tors’ rights outweighed those of the mall.
 In reaching its decision, the Robins court relied on its decision in In re 
Hoffman,14 in which it held that individuals seeking to protest the Vietnam 
War enjoyed the right to do so within a privately owned railroad depot that 
was generally open to the public and that served as the functional equivalent 
of a traditional public forum. That court struck down portions of a municipal 
ordinance that imposed criminal penalties on those who remain longer than 
reasonably necessary upon the grounds of a “common carrier,” including a 
railway station, in order to exercise their right to free speech. Consistent with 
the ruling in In re Hoffman, the Robins court made clear that large shopping 
centers that were open to the public served the same functions as traditional 
public forums, and that the trend toward privatization of such places required 
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an interpretation of the free speech guarantee to render it meaningful in the 
face of such privatization trends. The court also made clear that, like a gov-
ernment actor, the shopping center in Pruneyard enjoyed the right to impose 
time, place, and manner restrictions on the speech at issue, but did not enjoy 
the right to censor such speech in its entirety.
 The shopping mall in Pruneyard claimed that the California Supreme 
Court’s holding violated its First Amendment rights by forcing it to use its 
property as a forum for the speech of others. The United States Supreme Court 
rejected this challenge, and made clear that states were free to privilege the 
free speech rights of members of the public over the free speech rights of the 
shopping center. It explained, first, that because the private property owners 
had expressly thrown their property “open to the public to come and go as 
they please” and had not “limited [it] to the personal use of the appellants,” 
the mall’s free speech interests in this case were quite limited. Second, because 
the state supreme court’s decision depended upon the fact that the mall was 
open to the public for expression generally, “no specific message is dictated by 
the State . . . [and] there consequently is no danger of governmental discrimi-
nation for or against a particular message.”15

 In effect, in Pruneyard, the United States Supreme Court invited state su-
preme courts to interpret the free speech protections in their state constitu-
tions more broadly than the First Amendment, and made clear that states en-
joyed the discretion to do so without fear of violating the constitutional rights 
of the owners of speech forums. In particular, the Court made clear that the 
First Amendment rights of the owners of large forums for expression such as 
shopping malls were quite limited and were not infringed by the state’s deci-
sion to allow members of the public to engage in free speech on such property.
 The California Supreme Court further championed the primacy of free 
speech rights over property rights in the Internet context in Intel v. Hamidi.16 
In that case, Hamidi, a disgruntled ex-employee of Intel, sent emails to Intel 
employees criticizing Intel’s employment and labor practices. The California 
Supreme Court declined to construe Intel’s property rights so broadly as to 
encompass the right to prohibit Hamidi from sending emails via Intel’s email 
server, and recognized that extending property rights so broadly would hinder 
open Internet communication.
 Several other states in addition to California have taken up the Supreme 
Court’s invitation to interpret their constitutions’ free speech clauses more 
broadly in accordance with the affirmative conception of the free speech 



 when Private becomes Public 95

guarantee. These courts have recognized their citizens’ right to express them-
selves in forums owned by large corporations. In a context similar to those 
involved in Lloyd and Pruneyard, the Supreme Court of New Jersey held that 
a coalition of groups opposed to the (first) war with Iraq enjoyed the free 
speech right under the New Jersey Constitution17 to hand out leaflets in areas 
of regional shopping centers that were open to the public.18 Writing for the 
court, Chief Justice Robert Wilentz quoted the United States Supreme Court’s 
mandate in Marsh that when courts assess the “constitutional rights of own-
ers of property against those of people to enjoy freedom [of expression], we 
remain mindful of the fact that the latter occupy a preferred position.” The 
Supreme Court of New Jersey held that leafleting and associated speech must 
be allowed in regional shopping centers because the expressional interests at 
issue were very strong and would not interfere with the private owner’s use of 
the property. The court found that shopping centers today are the functional 
equivalent of downtown areas and indeed in some towns have completely re-
placed (government-owned) downtown areas as places of public gathering.19 
Given these circumstances, in weighing the mall’s free speech and property 
interests against the leafletter’s free speech interests, the court concluded,

There is no doubt about the outcome of this balance. On one side, the weight 
of the private property owners’ interest in controlling and limiting activities 
on their property has greatly diminished in view of the uses permitted and in-
vited on that property. The private property owners in this case, the operators of 
regional and community malls, have intentionally transformed their property 
into a public square or market, a public gathering place, a downtown business 
district, a community; they have told this public in every possible way that the 
property is theirs . . . through the practically unlimited permitted public uses 
found and encouraged on their property. The sliding scale cannot slide any far-
ther in the direction of public use and diminished private property interests.

On the other side of the balance, the weight of plaintiff ’s free speech inter-
est is the most substantial in our constitutional scheme. Those interests involve 
speech that is central to the purpose of our right of free speech. At these cen-
ters, free speech, such as leafletting, can be exercised without any discernible 
interference with the owners’ profits or the shoppers’ and non-shoppers’ enjoy-
ment. . . . If constitutional provisions of this magnitude should be interpreted 
in light of a changed society . . . the most important change is the emergence 
of these centers as the competitors . . . and to a great extent as the successors to 
the downtown business district.
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The significance of the historical path of free speech is unmistakable and 
compelling: the parks, the squares, and the streets, traditionally the home of free 
speech, were succeeded by the downtown business districts, [which] have now 
been substantially displaced by these centers. If our State constitutional right of 
free speech has any substance, it must continue to follow that historic path. . . . 20

 Florida courts have similarly construed the free speech provisions of their 
constitution. In Wood v. State,21 for example, the court held that Florida’s con-
stitution provides individuals with a right to engage in free speech in the form 
of political expression within privately owned shopping centers. That court 
reversed the trespass conviction of Kevin Wood, a candidate for public office 
who sought to collect signatures at Panama City Mall in order to get his name 
in the ballot. Wood was told by the Mall’s security guards to leave or face 
arrest for trespass. When Wood refused to leave, he was arrested and found 
guilty of trespass. In reversing his conviction, the court explained that

Free speech serves . . . as a means of securing participation by the members of 
society, including political decision-making, and as a means of maintaining the 
balance between stability and change in society.22

After citing approvingly to Marsh and Pruneyard, the Wood court held that, 
despite the fact that malls and shopping centers are private property, they take 
on a “quasi-public” character that limits their right to exclude and that entitles 
members of the public to engage in peaceful political activity on their property.
 Massachusetts courts have followed a similar course of broadly constru-
ing their constitution to protect the right to engage in political expression on 
certain private property. In Batchelder v. Allied Stores International,23 the Su-
preme Judicial Court of Massachusetts held that under the Commonwealth’s 
constitution, a potential candidate enjoyed the right to engage in political 
speech—in the form of soliciting signatures and distributing associated ma-
terial in a large, private shopping center—in support of his nomination for 
public office. The court recognized this right notwithstanding the fact that 
the candidate had alternative avenues available to him in which to engage in 
such speech. While expressly recognizing that there were alternative means 
to engage in such political expression—such as in downtown areas of munici-
palities or via door-to-door solicitation—the court observed that shopping 
centers are the “most favorable site” for such expressive activity and protected 
individuals’ right of access to these most favorable sites. The court explained,
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[S]hopping malls . . . function in many parts of this State much as the “down-
town” area of a municipality did in recent years. [Because] the North Shore 
Shopping Center is the most favorable area in [the relevant] District to solicit 
signatures, [the candidate’s] political activity . . . would be substantially im-
paired in the absence of access.24

 Courts in other states, including Pennsylvania25 and Washington,26 have 
also interpreted their state constitutions’ free speech and related provisions 
to extend to individuals expressive rights on privately owned property that 
serves as the functional equivalent of municipal public forums—places where 
the people can be found for purposes of reaching out for political and other 
expressive purposes. Indeed, as the Batchelder Court characterized this trend, 
“a majority of the state courts that have recently considered rights under state 
constitutions to engage in orderly free speech, free assembly, or electoral 
activity on private property held open to the public have recognized such a 
right.”27 Consistent with the recent trend among state courts considering this 
issue, states should interpret their own constitutions’ free speech clauses to 
grant individuals the right to express themselves in forums for expression that 
are open to the public—in real space and in cyberspace.

the state action doctrine in Cyberspace

In recent years, individuals have unsuccessfully brought suit against various 
types of Internet speech regulators claiming that they were state actors for 
First Amendment purposes. First, individuals have claimed that conventional 
Internet service providers such as CompuServe and AOL were state actors 
and were constitutionally required not to discriminate against unsolicited 
commercial email. Second, individuals have claimed that those entities re-
sponsible for domain name registration, and domain name administration 
more generally, were state actors that were constitutionally required not to 
discriminate on the basis of content. Third, individuals have claimed that 
Google in the performance of its search engine function was a state actor and 
was therefore prohibited from unconstitutionally manipulating its search en-
gine results. Each of these efforts to characterize private regulators of Internet 
speech as state actors for First Amendment purposes has been unsuccessful. 
In applying the state action analysis to these challenges, courts have ruled that 
these private regulators of Internet speech are not equivalent to state actors 
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because (1) they do not perform “traditional” government functions, (2) there 
is no evidence of entanglement between the government and the actions of 
these regulators, (3) the government was not attempting to evade its responsi-
bilities for these functions by delegating them to private entities in such cases.
 The analysis of the state action doctrine in these cases is based on an anti-
quated and inadequate interpretation of the doctrine. Given the role that In-
ternet speech regulators (such as broadband providers) serve in regulating and 
managing expression in this forum that is highly suited to the expression and 
exchange of ideas, regulators of Internet speech that exercise near-complete 
control and broad power over Internet expression should be conceptualized 
and regulated as state actors for First Amendment purposes.
 First, the “traditionality” inquiry in the state action analysis—as in the 
public forum analysis28—disserves the protection of free speech in new and 
emerging mediums and should be jettisoned—or at least more broadly con-
strued—by the courts. Absent a reworking of this factor, courts will continue 
to conclude that “the Internet is by no stretch of the imagination a traditional 
and exclusive public function,”29 and will categorically exempt Internet speech 
regulation from the dictates of the First Amendment.
 Courts should adopt a more functional interpretation of the traditionality 
prong of the state action doctrine, and should return to the principles articu-
lated by the Supreme Court in its foundational state action free speech juris-
prudence. In undertaking an analysis of whether a private Internet speech 
regulator is a state actor, courts should reach the threshold conclusion that the 
Internet itself is the functional equivalent of a traditional public forum—a fo-
rum for expression that, like public streets, sidewalks, and parks, has a broad 
speech-facilitating character and is a “natural and proper place for the dis-
semination of information and opinion.”30 As the courts have recognized, the 
Internet as a forum constitutes “the most participatory form of mass speech 
yet developed”31 and is a “paradigmatic loc[us] of First Amendment values . . . 
because [it] permits speakers to communicate with a wide audience at a low 
cost.”32 Thus the regulation of speech in such a forum is tantamount to the 
regulation of a public forum for expression, which is a function traditionally 
performed by the government.
 Second, in construing the state action doctrine in this context, courts 
should recognize the ways in which the U.S. government has sought to pass 
the mantle for the regulation of speech in this public forum to private entities 
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and attempted to delegate responsibility for these functions to private entities. 
The Internet was created and developed by the U.S. government (under the 
aegis of the National Science Foundation, a U.S. government agency) primar-
ily as a means to enable individuals to communicate and exchange informa-
tion, initially via electronic mail.33 With the expansive growth of this com-
munications medium, as the Internet began to fulfill its promise of becoming 
an unprecedented vehicle for the exchange of information and ideas, the U.S. 
government chose to privatize the ownership and management of this forum 
for expression. Like the decision to delegate responsibility for managing a 
town and its erstwhile public forums to a private entity, the U.S. government’s 
decision to turn over ownership and control of the Internet to private entities 
enabled it to delegate its responsibility for facilitating the free flow of infor-
mation in this forum for expression. The “entanglement” prong of the state 
action doctrine should be recast and construed to take into account the many 
ways in which the U.S. government acted to turn over the mantle of speech 
regulation on the Internet to private entities.
 In the late 1990s, the U.S. government undertook measures to turn over 
many aspects of the Internet to private entities. First, in its passage of the Com-
munications Decency Act of 1996,34 Congress advanced this end by explicitly 
encouraging Internet service providers to restrict their subscribers’ speech—
and subscribers’ access to speech—even where the speech so restricted would 
be protected by the First Amendment if the government were to regulate it. In 
effect, Congress (among other things) encouraged private Internet actors to 
do what it could not constitutionally do itself—to censor “objectionable” (yet 
First Amendment protected) speech. The statute expressly insulates ISPs from 
liability for restricting access to expression that the ISPs deem inappropriate or 
objectionable, “whether or not such material is constitutionally protected.”35 
In doing so, the government passed the mantle of speech regulation over to 
private entities and excised itself from the role of regulating and protecting free 
expression on the Internet.
 In 1998, the U.S. government also ceded control of management of the In-
ternet’s infrastructure to a private entity, by privatizing management of the 
Domain Name System and repositing control over this system in the Internet 
Corporation for Assigned Names and Numbers (ICANN). ICANN is a pri-
vate entity unaffiliated with any preexisting territorial government or interna-
tional governance entity, to which the U.S. government conferred the power 
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to establish policies regulating expression on the Internet.36 Accordingly, 
ICANN and those it authorizes to regulate the Domain Name System enjoy 
substantial control over the infrastructure for expression, and for expression 
itself, on the Internet.
 State governments have also attempted to turn over regulation of the Inter-
net to private entities such as ISPs in attempting to combat child pornography 
on the Internet. Pennsylvania (unsuccessfully) sought to require ISPs them-
selves to be responsible for blocking websites that the state attorney general 
identified as child pornography.37 Recently, the attorney general of New York 
entered into an arrangement with three of the world’s largest ISPs—Verizon, 
Time Warner Cable, and Sprint—requiring them to prohibit access to news-
groups that allegedly have been used to facilitate child pornography and to 
purge their servers of all websites that are identified as child pornography by 
the National Center for Missing and Exploited Children—a private entity.38

 Because the Internet constitutes an unprecedented forum for expression 
that was originally created for expressive purposes by the U.S. government, 
courts should conclude that the management and control of expression on the 
Internet in general constitutes a public function. Because the U.S. government 
sought to pass the mantle for regulation of this public forum for expression 
to private entities, courts should scrutinize carefully whether to subject such 
private entities’ speech-regarding decisions to First Amendment scrutiny. In 
updating their state action jurisprudence and evaluating which private regu-
lators of Internet speech should be considered state actors, courts should (1) 
assess the extent of the power that the actor exerts over the Internet expres-
sion at issue (including whether there are alternatives available for Internet 
speakers to escape such power) and (2) balance the competing free speech and 
other claims of the regulator against those of the would-be speaker.39 In the 
following sections, I discuss how courts have analyzed, and should analyze, 
whether different types of regulators of Internet speech are state actors for 
First Amendment purposes.

Conventional isPs and email Providers

Entities have sought to hold conventional (nonfacilities based40) ISPs and 
email providers, such as CompuServe and AOL, to constitutional obligations 
not to discriminate against the expression they are charged with transmit-
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ting. I analyze these cases in two categories—first, in the context of spammers 
seeking to secure a right to transmit unsolicited commercial email messages, 
and second, in the context of individuals seeking to transmit noncommercial 
email messages.
 In an example of the first category in cases brought against ISPs Com-
puServe and AOL, bulk commercial emailer Cyber Promotions argued that 
these ISPs were state actors because they were exercising exclusive govern-
ment functions in facilitating electronic communications—in particular, in 
serving as postmaster—and were violating Cyber Promotions’ First Amend-
ment rights by refusing to deliver its email to the ISPs’ subscribers. Cyber Pro-
motions argued that much as the U.S. Post Office is responsible for facilitat-
ing the transmission of nonelectronic communications (and is regulated as a 
common carrier subject to nondiscrimination obligations), these ISPs were 
serving as postmaster and performing the traditional government function of 
managing a mail system, and therefore should be charged with First Amend-
ment obligations not to discriminate in the performance of this function.
 Consistent with the analysis I advocate, courts should first consider the 
amount and extent of power that the regulator in question enjoys over the 
speech (and relatedly, the would-be senders and recipients) in question. 
Courts should also inquire into the availability of alternative avenues of ex-
pression for the would-be speakers to reach their intended audience gener-
ally and their intended recipients specifically. In cases in which AOL or Com-
puServe serves as the exclusive gatekeeper for the electronic communications 
received by their email subscribers, this factor militates in favor of a finding of 
state action. On this point, Cyber Promotions had argued, citing Logan Valley 
and Lloyd v. Tanner, that AOL’s provision of email service constituted a tradi-
tional, exclusive public function because there were no alternative avenues of 
communication available to Cyber Promotions to disseminate its message to 
AOL members via email. The court rejected this argument, finding that Cyber 
Promotions had other means available to reach AOL members, including U.S. 
mail, telemarketing, television, cable, newspapers, magazines, and leafleting. 
The court essentially concluded that the alternative avenues of expression for 
Cyber Promotions to reach its desired audience of AOL members were non-
Internet-based ones. The Supreme Court recently rejected this approach and 
made clear that (at least when the government is regulating) the relevant in-
quiry is into whether the speech regulation at issue leaves open alternative 
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avenues of expression within the speaker’s chosen medium of expression. This 
issue was confronted by the Court in ACLU v. Reno,41 in which the Court re-
viewed the constitutionality of a statute prohibiting “indecent” and “patently 
offensive” communications on the Internet. Part of the government’s defense 
of the statute’s constitutionality was that even though the statute proscribed 
certain types of speech on the Internet, there were ample real space avenues of 
communication available for speakers. The Supreme Court rejected this argu-
ment, explaining that such an analysis if accepted would foreclose an entire 
medium of communication from constitutional protection.
 Accordingly, in assessing whether alternative avenues of expression exist 
for purposes of determining whether to subject private speech regulation to 
First Amendment scrutiny, courts should look to whether there are adequate 
alternative avenues of communication within the Internet medium itself for 
the speaker to communicate its message to its intended (and willing42) audi-
ence—both to specific targeted listeners and to a general audience. Because 
the Cyber Promotions court looked to non-Internet mediums in concluding 
that alternative avenues of expression existed for Cyber Promotions to reach 
its intended audience, this part of its analysis was flawed. Instead, courts 
should conclude that the exercise of such total power by a private actor over 
the channels of email communication militates in favor of a finding of state 
action.
 Courts should then evaluate the free speech interests of the speaker ver-
sus the property and free speech interests of the speech regulator. In cases 
in which the communications involved attempting to send bulk unsolicited 
commercial emails that allegedly caused damage to the functioning of the 
ISP’s email servers, the courts are justified in concluding—as they did in both 
Cyber Promotions cases—that the ISP’s interest in avoiding damage to its 
email servers outweighed the bulk emailer’s right to communicate. Although 
the ISPs exercise substantial control over the speech received by their sub-
scribers, their right to be free from physical harm to their property predomi-
nates, and courts should not hold that the conventional ISPs or email provid-
ers are state actors.43

 In cases in which the subject communications involved were not in the 
nature of unsolicited bulk email, the prospective speaker has a stronger ar-
gument. In Intel v. Hamidi, for example, Intel served as the “postmaster” for 
the email of its employees. On a handful of occasions, Hamidi, a disgruntled 
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former employee, sent to Intel employees emails that were critical of Intel’s 
labor practices, which Intel was unable to stop by technological means. Intel 
brought suit against Hamidi in order to stop these communications. In evalu-
ating such a case, the court should first evaluate the extent of power exercised 
by Intel over the communications involved. Intel was the sole postmaster for 
the email accounts that it provided to its employees, and exercised substantial 
control over communications sent to and received by these employees. Yet 
Intel employees likely had other, non-work-related email accounts, so Hamidi 
might have had other electronic means of contracting those employees. In ad-
dition, Intel arguably has a legitimate interest in controlling the email system 
that it provided for its employees.
 In evaluating the claims of Hamidi, the court should recognize that Hamidi 
enjoyed a strong claim to communicate via email to criticize the labor practices 
of Intel—much as he would enjoy the right to send non-electronic mail to Intel 
employees to criticize their employer. Unlike in the Cyber Promotions cases, 
in this case, Intel did not claim any harm to its computer servers; it merely 
claimed the right to prevent this concededly harmless interference with its 
computer servers and the right to control the messages its employees received. 
In these circumstances, Hamidi’s interests in communicating with Intel em-
ployees (and the public interest in maintaining the free and open channels 
of email communication) were substantial. Indeed, under the reasoning of 
the Supreme Court’s state action/property line of cases, there were no other 
alternative avenues of (electronic) expression for Hamidi to reach his intended 
audience on the subject of criticizing the labor practices of Intel itself. And, 
unlike the Cyber Promotions cases, Intel was not asserting that these emails 
interfered with the efficient functioning of its email servers. Nor could Intel 
plausibly claim that it had a First Amendment right of its own to control the 
free flow of information that was received by its employees via email.
 On balance, the California Supreme Court was justified in concluding that 
Intel was a state actor, especially as it was applying the California constitu-
tion’s more speech-protective analysis.44 Yet in most cases, private employ-
ers should be permitted to enforce policies that limit the type and manner of 
communications that their employees can receive at the workplace. Indeed, 
the state as an employer is constitutionally permitted to regulate the speech 
of its employees to a greater extent than it can regulate the speech of the citi-
zenry in general.45



104 Chapter 5

broadband service and email Providers

In a challenge to restrictions on Internet speech by a dominant broadband 
provider such as Comcast or Verizon, consistent with the state action analy-
sis outlined in the preceding section, courts should first evaluate the power 
exercised by the provider over Internet communications and the alternatives 
available to the would-be speaker in light of such power. Next, courts should 
balance the free speech interests of those seeking to communicate against 
the property and free speech interests of the broadband and email provid-
ers. For example, in considering the incident in which Comcast blocked email 
from AfterDowningStreet for all Comcast email subscribers, courts should 
first consider the power that Comcast exercises over communication on the 
Internet. Broadband providers exercise substantial control over the commu-
nications in which their subscribers are able to engage. The market for resi-
dential broadband services is currently dominated by the cable-DSL duopoly, 
in which 95 percent of all residential broadband is provided either by cable 
companies such as Comcast or Cox or telephone companies such as Verizon 
DSL.46 Given the absolute gatekeeper power that broadband providers exercise 
over the communications received by their subscribers, a would-be sender has 
no alternative avenues to communicate via email with the vast number of in-
tended recipients who are Comcast subscribers. Accordingly, this factor mili-
tates strongly in favor of a holding that Comcast is a state actor.
 Second, in balancing the free speech interests of the would-be senders and 
recipients of email communications against the property and free speech in-
terests of the broadband providers, courts should readily find that the balance 
tips in favor of the former. Such a case does not involve any claim of interfer-
ence with the efficient functioning of the providers’ computer systems, nor 
does it involve the weightier interest of an employer in controlling the email 
use of its employees. Nor should the court give credence to the asserted free 
speech or property rights on the part of the broadband provider to control 
the content of the information flowing through its pipes.47 Indeed, the argu-
ments that Comcast and others have asserted for regulating the content of 
the information flowing through their pipes—including a desire to cater to 
the interests of the majority of their subscribers—show precisely why pipe-
line providers must be treated as state actors. Broadband providers have the 
incentive to cater to the interests of the majority of their subscribers, who 



 when Private becomes Public 105

may disfavor certain types of unpopular—yet constitutionally-protected—
expression.48 Upon receiving complaints about a particular type of content, 
broadband providers have the incentive to censor such content. For example, 
in the case of AfterDowningStreet’s attempt to send email messages advocat-
ing impeachment of President Bush, Comcast justified its censorship on the 
grounds that it had received complaints about such emails.49 This is precisely 
why broadband providers should be held to the constitutional obligation not 
to discriminate on the basis of content—to protect countermajoritarian and 
other unpopular expression from censorship by powerful private gatekeepers 
of Internet speech.
 Furthermore, broadband providers have the ability not only to censor 
the content received by their email subscribers (those who actually use their 
jones@comcast.net accounts) but also to censor the content received and ac-
cessible by their subscribers in any capacity. Using deep packet inspection 
technology,50 broadband providers have the ability to censor information 
based on the content in packets, and can implement such technologies to dis-
cover information about, and take action based on, the nature of any content 
found in those packets. Or if they know in advance which content they wish to 
censor, they can use other means to render such content inaccessible to their 
subscribers. As described in Chapter 1, AT&T did just that in 2007, when it 
censored a live cablecast of a concert performance by Pearl Jam, apparently 
believing that Eddie Vedder’s lyrics critical of President Bush would be offen-
sive to some subscribers.
 Because broadband providers enjoy absolute gatekeeper control over the 
content received by their subscribers (whether via email or other forms of 
Internet communication), and because any interest they have in restricting 
speech based on its content is overwhelmingly outweighed by the interests of 
those seeking to communicate via their pipes, courts should find that broad-
band providers are state actors subject to the dictates of the First Amendment.

Control over the internet’s infrastructure— 
iCaNN and domain Name registrars

In several recent cases, individuals have claimed that domain name registrars 
were state actors that were constitutionally required not to discriminate on 
the basis of content in the registration of domain names. Prospective domain 
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name registrants have claimed that domain name registrars unconstitution-
ally discriminated on the basis of content in refusing to grant them the exclu-
sive right to their domain name of choice. Domain name registrars indeed 
enjoy the power to determine whether to grant an individual the exclusive 
right to his or her desired domain name, and in so doing, exercise the power 
traditionally enjoyed by the state to confer (or withhold) exclusive rights in 
terms and expressions. Domain name registrars have recently gone beyond 
their traditional function of serving as initial gatekeeper in the domain name 
registration process and have exercised the authority to terminate a domain 
name holder’s exclusive rights on the grounds that the content to be made 
available on the website was objectionable or otherwise in violation of its 
terms of service.51 Individuals have also claimed that ICANN is a state actor. 
Analysis of these claims requires an understanding of the government’s rela-
tionship with the Internet’s infrastructure in general and the Domain Name 
System in particular. The details and evolution of this relationship are com-
plex, but I provide the outlines as follows.
 In 1993, the National Science Foundation entered into a cooperative agree-
ment with Network Solutions Inc. (NSI) under which it transferred to NSI the 
responsibility for managing the Domain Name System and for registering do-
main names, and provided NSI with government funding for the exercise of 
these responsibilities. In 1998, the government ceded control of management 
of the Internet’s infrastructure to ICANN. As noted earlier, ICANN is a nom-
inally private entity essentially unaffiliated with any government or interna-
tional governance entity that enjoys the power to regulate the Internet’s in-
frastructure and to establish policies restricting expression on the Internet.52 
When the United States ceded control over the Internet’s infrastructure to 
ICANN, one of the most important functions it transferred was control over 
the Domain Name System. ICANN’s control over the Domain Name System, 
in turn, encompasses the ability to enact policies regulating the acquisition 
and maintenance of domain names and policies for resolving disputes be-
tween trademark owners and domain name holders. As such, ICANN exer-
cises another power traditionally enjoyed by the state—the power to regulate 
intellectual property rights. Furthermore, ICANN’s control over the Domain 
Name System translates into control over the acquisition and maintenance of 
websites, which translates into control over speech on the Internet. Because 
the ability to express oneself via a website constitutes one of the most power-
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ful vehicles for expression available today, ICANN’s control over the Domain 
Name System translates into control over expression in this important speech 
forum on the Internet.
 ICANN’s control over the Domain Name System also encompasses the 
power to control the resolution of disputes between intellectual property own-
ers and domain name holders in ways that affect speech on the Internet. In one 
of its most significant exercises of policymaking authority, ICANN enacted 
a policy for resolving disputes between trademark owners and domain name 
holders that has an impact on the free speech rights of Internet users. ICANN’s 
dispute resolution policy for resolving disputes between trademark owners and 
domain name registrants is binding on all domain name registrants through-
out the world. Under ICANN’s Uniform Domain Name Dispute Resolution 
Policy, ICANN requires that all domain name registrants—essentially every-
one with a website—submit to mandatory arbitration by ICANN-selected 
panelists in the event that a trademark owner claims that a domain name is 
infringing. Under the policy, the domain name can be removed from the web-
site owner and transferred to the domain name owner under circumstances 
specified by ICANN. ICANN thereby exerts power over Internet actors in the 
performance of a government-like function—promulgating rules and systems 
of dispute resolution.
 Accordingly, ICANN and powerful domain name registrars such as NSI 
enjoy substantial control over the infrastructure for expression, and for ex-
pression itself, on the Internet. Because of the exclusive power that ICANN 
exercises over Internet expression, and because of the absence of alterna-
tives available to individuals seeking to avoid ICANN’s power, ICANN itself 
should be considered a state actor subject to First Amendment obligations.53 
Even under the traditional test for assessing state action, ICANN should be 
considered to be a state actor. As Michael Froomkin contends,

Given that [the U.S. government] called for an ICANN to exist, clothed it with 
authority, persuaded other government contractors to enter into agreements 
with it (including the one with NSI that provides the bulk of ICANN’s revenue), 
and has close and continuing contacts with ICANN, a strong . . . case can be 
made that ICANN is a state actor.54

 Further, under the modified state action analysis outlined earlier, ICANN 
should also be deemed a state actor for First Amendment purposes. In what 
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follows, I consider this analysis in the context of challenges to ICANN’s and 
NSI’s speech-restrictive policies and actions.
 In the 2003 case of McNeil v. Verisign, Philip McNeil, a disgruntled for-
mer distributor of Stanley Works Mac Tools, sued ICANN and his domain 
name registrar for their roles in forcing him to relinquish domain names that 
he had registered in order to set up a website critical of his former employer 
Stanley Works. In particular, McNeil alleged that ICANN’s role in promulgat-
ing universally applicable rules and policies for domain name administration 
and dispute resolution, pursuant to which his domain name was ultimately 
removed from him, constituted state action in violation of the First Amend-
ment. McNeil asserted a First Amendment right in continuing to use his cho-
sen domain name, and a violation of that right by the operation of ICANN’s 
dispute resolution policy.
 Under the modified state action analysis outlined earlier, courts should 
first examine the extent of power exercised by ICANN over the Domain 
Name System, and should then balance the rights of the speaker against those 
of the speech regulator. Because ICANN enjoys exclusive power to regulate 
the Domain Name System, and to establish a mandatory policy for resolv-
ing disputes regarding domain names, this factor weighs in favor of ICANN 
being considered as a state actor. Second, given the free speech interests of 
domain name registrants, and the absence of free speech interests on the part 
of ICANN, this balancing factor also militates in favor of holding ICANN to 
First Amendment obligations.55

 Whether individual domain name registrars should be considered state 
actors is a closer question, and depends in part on the degree of power and 
control exercised over Internet speech by the domain name registrar in ques-
tion. Prior to the government’s transfer of control over the Domain Name 
System to ICANN, the National Science Foundation vested a single entity—
NSI—with exclusive control over the registration of domain names in the 
.com, .net, and .org top-level domains. Subsequent to that transfer, ICANN 
authorized a host of companies to register domain names. During the period 
in which NSI was exclusively in control of registration, a strong case could 
have been made that NSI was a state actor with respect to its management of 
the Domain Name System.
 In ruling in cases in which disappointed domain name registrants chal-
lenged domain name registrars’ refusal to register the domain name of choice, 



 when Private becomes Public 109

courts should first inquire into the degree of power exercised by the speech 
regulator over the expressive activity of the would-be speaker, including 
whether there are alternatives available to the speaker to escape the power 
of that actor. Because ICANN’s policies apply to all domain name regis-
trars, courts should hold ICANN to be a state actor for purposes of the First 
Amendment. Similarly, when NSI was the only domain name registrar autho-
rized to register domain names in the .com, .org, and .net top-level domain 
name spaces, it enjoyed absolute power over this forum for expression, and 
this factor should have militated in favor of NSI being considered a state actor.
 In one such case, disappointed domain name registrant Island Online 
brought suit against NSI, challenging its refusal to register certain domain 
names during the period of time in which NSI was the only authorized do-
main name registrar.56 Given the absolute control that NSI then exerted over 
the ability to register a domain name on the Internet, the court should have 
found that this factor militated in favor of a finding of state action. However, 
if and when substantial competition exists in the domain name registration 
market, then any given registrar cannot be said to exercise substantial control 
over the expression of a would-be domain name registrant, and this factor 
would militate against a finding of state action. Indeed, while the Island On-
line suit was pending, other domain name registrars became authorized to 
register domain names, and other individuals managed to secure registration 
of the domain names sought by Island Online through registrars that had less 
restrictive policies than NSI. The existence of alternative avenues for Island 
Online to secure the desired domain name then militated against a finding of 
state action.
 Courts next should balance the free speech interests of the would-be 
speaker against those interests of the domain name registrar in determining 
whether to hold the domain name registrar to constitutional obligations. In 
the Island Online case, while neither side had particularly overwhelming free 
speech claims, those of the would-be domain name registrant, on balance, 
should have been held to predominate. Island Online, an adult Internet con-
tent provider, unsuccessfully sought to register certain sexually themed do-
main names in association with websites on which to make available its adult-
oriented content. NSI refused, claiming that the requested domain names 
were “inappropriate” under its recently adopted policy (even though it had 
earlier agreed to register similarly inappropriate domain names).57 In refusing 
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to register Island Online’s chosen domain names, NSI asserted that it enjoyed 
“a right founded in the First Amendment of the Constitution to refuse to reg-
ister, and thereby publish, on the Internet registry of domain names words 
that it deems to be inappropriate.” Courts should hold that NSI, and other 
domain name registrars, enjoy no such First Amendment right to elect which 
domain names to “publish” and should prioritize the would-be speaker’s free 
speech rights to use these constitutionally protected terms over the rights 
of NSI to refuse them. Yet the ability of the speaker to escape the registrar’s 
power—and the availability of alternative avenues for a disappointed domain 
name registrant to register his or her domain name of choice—militate in fa-
vor of a finding of no state action.
 In summary, under a modified state action analysis, in the domain name 
context, the balance of free speech interests favors the would-be speaker over the 
speech regulator. However, the extent of power factor varies. While ICANN’s 
broad (and inescapable) power renders it a state actor for First Amendment pur-
poses, because of the competition that now exists among domain name regis-
trars, the power enjoyed by any one registrar is not so extensive as to mandate a 
finding of state action.

dominant internet search engines

Individuals have also brought suit against dominant search engines such as 
Google, claiming that these entities should be considered state actors for First 
Amendment purposes. They have complained about Google’s manipulation 
and censorship in the context of (1) its general search engine, (2) its provision 
of “sponsored links,” and (3) its Google News search engine.
 As discussed in Chapter 1, in an example of the first, SearchKing, a search 
engine optimization website, alleged that Google reduced its “PageRank” 
from high rank to zero—effectively banishing it from the universe of sites 
accessible via a Google search—because Google perceived SearchKing to be a 
competitor.58 In an example of the second, political activist Christopher Lang-
don alleged that Google violated his First Amendment rights by refusing to 
allow him to secure sponsored links for www.ncjusticefraud.com and www.
chinaisevil.com.59 Google refused Langdon’s request on the grounds that his 
requested links “advocate against any individual, group, or organization,” in 
violation of Google’s terms of service.60 In an example of the third, Inner City 
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Press, a United Nations–focused media organization, claimed that Google 
News removed its website after it questioned Google regarding its failure to 
sign a human rights and anticensorship agreement.61 Each complaint against 
Google explicitly or implicitly raises the issue that Google is a state actor for 
First Amendment purposes.62

 The first type of claim requires us to consider whether Google should be 
deemed a state actor in connection with its function of serving as the domi-
nant provider of a general search engine—and in manipulation and block-
ing of content in connection with this function. In the performance of this 
function, as just discussed, in the SearchKing case Google was charged with 
actively manipulating the rank of a competitor’s website, on an individualized 
basis, from a high rank to “no rank”—thereby banishing the site to Google 
oblivion. In a similar case, Google was charged with actively manipulating its 
search results on an individualized basis to advance its position in an ongoing 
litigation. In Google v. American Blinds and Window Factory, Inc.63 (in which 
American Blinds unsuccessfully contended that Google violated its trade-
mark by selling advertising keyed to its trademarked term American Blinds), 
on the day that the district court was to hear arguments in that case, Google 
apparently surreptitiously manipulated its search results on an individualized 
basis before the court’s and the litigants’ very eyes:

[As a] member of the American Blinds legal team . . . [attempted to] test the 
system, he brought up Google and entered what had become a habitual search 
query: “American Blinds.” . . . Every [other] time someone entered “American 
Blinds” into Google’s search field, competitors to American Blinds came up on 
the screen [evidencing the alleged trademark violation].

Only this morning, for some reason, they did not.
The lawyer suspected Google had changed its results, and called colleagues 

in other parts of the country. Sure enough, searches in other regions returned 
different results, including the [allegedly] infringing advertisements.64

 In assessing whether such acts by Google of manipulating its search re-
sults on an individualized basis constitute state action in violation of the First 
Amendment, courts should first analyze the extent of power and control that 
Google exercises over Internet speech. Google’s search engine enjoys between a 
60 and 70 percent share of the six billion plus searches in the United States each 
month.65 This leaves approximately 30 to 40 percent of the searches conducted 
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by other search engines, including Yahoo!, Microsoft, and Ask.com. Accord-
ingly, speakers do enjoy alternative avenues of expression besides Google’s 
search engine to communicate with Internet users. Furthermore, although 
search engines are popular vehicles for accessing web content, they are not 
absolute gatekeepers of such content, since websites can be accessed without 
benefit of search engines by simply typing in the domain name for the website 
into one’s web browser. Although Google enjoys substantial power and control 
over the search engine market, because there are alternative search engines and 
alternative means of accessing websites, the power factor of the modified state 
action analysis does not weigh in favor of considering Google as a state actor.
 Second, courts should balance the free speech and other claims of the 
would-be speaker against the free speech and other claims asserted by Google. 
Speakers have a free speech interest in having their websites meaningfully ac-
cessible to their desired audience via Google’s dominant search engine. This 
interest outweighs Google’s asserted free speech interests in its search results. 
Google has claimed, in defending its right to manipulate its search engine 
results as it sees fit, that its search ranks constitute its subjective “opinions” 
about the relative importance of websites, which it enjoys a First Amendment 
right to determine and to manipulate however it chooses.66 Indeed, Google 
has gone so far as to file motions under California’s anti-SLAPP statute to 
strike complaints that challenge its manipulation of search results, contend-
ing that such lawsuits inhibit Google’s exercise of its free speech rights in its 
search results. Under this statute, losing claimants are required to pay the 
winner’s attorney fees. Google has used the statute to strong-arm challeng-
ers into dropping their suits for fear of having to pay Google’s attorney fees if 
Google ultimately prevails.
 Google’s PageRanks are the product of an objective, mathematical algo-
rithm, and Google therefore does not enjoy the sort of editorial discretion over 
such listings that would merit First Amendment protection (or that would 
outweigh speakers’ interests in being heard). Google itself has conceded this 
point when it serves its interests. It steadfastly maintains that “[t]here is no 
human involvement or manipulation of [search] results, which is why users 
have come to trust Google as the source of objective information untainted by 
paid placement.”67 As Google attests further, in response to the public outcry 
over Google’s ranking of an anti-Semitic website as the number one hit for the 
search term Jew:
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If you recently used Google to search for the word “Jew,” you may have seen 
results that were very disturbing. We assure you that the views expressed by the 
sites in your results are not in any way endorsed by Google. . . . A site’s ranking 
in Google’s search results relies heavily on computer algorithms using thousands 
of factors to calculate a page’s relevance to a given query. . . . The beliefs and pref-
erences of those who work at Google . . . do not determine or impact our search 
results. Individual citizens and public interest groups do periodically urge us 
to remove particular links or otherwise adjust search results. Although Google 
reserves the right to address such requests individually, Google views the com-
prehensiveness of our search results as an extremely important priority.68

Google apparently seeks to have it both ways—to claim a First Amendment 
right to its ranking of websites as a product of its editorial judgment and to 
claim that its search results are solely the product of objective computer algo-
rithms with no human intervention on an individualized basis. While courts 
should readily recognize Google’s intellectual property rights in its search 
engine algorithm, they should reject its claim of First Amendment rights in 
its search engine results, or at least hold that would-be speakers’ free speech 
interests predominate over Google’s free speech interests.69

 Considering the extent of power currently enjoyed by Google over Internet 
communications, the availability to speakers of alternative avenues of expres-
sion, and the evaluation of competing interests, on balance courts probably 
should not hold that Google is a state actor in its function of providing a gen-
eral search engine. And Google has a greater claim to not being considered a 
state actor in connection with its specialized search engines such as Google 
News and in connection with its policy for selling sponsored links. However, 
courts should not strongly weight Google’s claims that its search rankings 
constitute its First Amendment protected speech. Indeed, legislative or other 
measures may be necessary to regulate Google to ensure that Internet users 
continue to enjoy appropriate and meaningful access rights to this important 
forum for expression. Google should not be permitted to have it both ways—
to represent to the public that its search results are solely the product of ob-
jective computer algorithms without human intervention and to manipulate 
results on an individualized basis when it serves its interests—not when such 
important interests in communication are at stake.

•  •  •
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 In summary, the state action doctrine, as recently interpreted by the  Supreme 
Court in the First Amendment context, fails to hold Internet speech regulators 
to the standards necessary to protect our free speech rights. Although the doc-
trine was inaugurated and initially construed to hold powerful private regula-
tors of speech to meaningful scrutiny, in recent years the doctrine, consistent 
with the negative conception of the First Amendment, has failed to protect 
the free speech rights of individuals against censorship by dominant private 
actors. In particular, the doctrine’s focus on whether the regulator performs 
“traditional” state functions effectively insulates Internet speech regulators 
from meaningful constitutional scrutiny. The doctrine should be recast to 
 focus on the extent of the regulator’s power over expression and to balance 
the legitimate interests of the regulator against those of the would-be speaker. 
Applying this analysis, broadband providers should be regulated as state actors 
when they censor the communications available to their subscribers. Similarly, 
ICANN should be considered a state actor when it adopts speech-regarding 
policies that are applicable down the line to all Internet users. Dominant Inter-
net search engines like Google, on balance, should not be regarded as state 
actors. Yet because of the important speech-facilitating functions that Google 
serves and because of the representations Google makes to those of us who use 
its search engine billions of times each month, regulation may be necessary to 
ensure that Google is true to these representations.
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as desCribed iN PreVious ChaPters, From the earlY Years 
of our nation, the state has imposed affirmative obligations on 

certain private entities engaged in transportation, communications, and other 
important public service functions to facilitate the free flow of information 
and commerce, free of censorship or discrimination. Through the common 
carriage doctrine, the state has bridged the gap between public and private 
entities and imposed affirmative duties on entities that provide important 
communication and transportation functions for the benefit of the public. 
Rather than granting private conduits of communication the discretion to 
regulate speech however they see fit, the common carriage doctrine counte-
nances affirmative government intervention in this market for communica-
tion by imposing the obligation that such conduits not discriminate among 
communications and requiring that they carry all legal content on the same 
terms and conditions. This doctrine assures members of the public the right of 
nondiscriminatory access to communications providers.
 The common carriage doctrine has played a critical role in regulating 
communications providers over the past several decades. The FCC’s recent 
rejection of common carriage obligations for broadband providers has led to a 
state of affairs in which broadband providers will continue to enjoy the power 
to restrict Internet communications however they see fit.
 The FCC made a fundamental misjudgment in removing common car-
riage nondiscrimination obligations from broadband providers. Until 2005, 
telephone companies providing Internet access via narrowband and via DSL 
were subject to common carriage obligations, while the common  carriage 

speech Conduits and Carriers

 115



116 Chapter 6

 status of cable broadband providers was the subject of debate within the 
courts. In 2005, in its Brand X decision, the Supreme Court held that the FCC 
enjoyed the discretion to decline to impose common carriage obligations on 
cable broadband providers. In this chapter I examine the underpinnings and 
the recent evolution of the doctrine. I argue that the FCC’s removal of com-
mon carriage obligations from Internet broadband providers will have the re-
sult of encouraging restrictions on freedom of expression in the most impor-
tant medium of expression in the twenty-first century.
 The concept of common carriage and the obligations imposed by com-
munications law on common carriers are elucidated by the Supreme Court’s 
decision in Sable Communications, Inc. v. F.C.C.1 In that case, the Supreme 
Court explained that common carriers are to serve as transparent conduits 
for all (legal) content originated by others. The role of a common carrier such 
as the telephone company is neither to generate content nor to make edito-
rial or qualitative decisions regarding which content to carry and which to 
censor. Common carriers do not enjoy independent First Amendment rights 
to exercise editorial discretion. Accordingly, the Court held in Sable that a 
federal statute prohibiting telephone companies from providing adults with 
access to a certain category of messages that enjoyed protection under the 
First Amendment was inconsistent with telephone companies’ obligations as 
common carriers not to discriminate against legal communications. The Sable 
decision accords with the traditional model of common carriers’ obligations, 
under which they are prohibited from “mak[ing] individualized decisions, 
in particular cases, whether and on what terms to deal.”2 Common carriers 
are prohibited from making “any unjust or unreasonable discrimination in 
charges, practices, classifications, regulations, facilities, or services . . . or to 
make or give any undue or unreasonable preference or advantage to any par-
ticular person [or] class of persons . . . or to subject any particular person [or] 
class of persons . . . to any undue or unreasonable prejudice or disadvantage.”3 
Accordingly, under the paradigm common carriage model, conduits for com-
munication such as telecommunications providers do not themselves enjoy 
independent First Amendment rights; rather, they are made to facilitate the 
free speech interests of others, without discrimination.
 Over the past thirty years, courts and policymakers have substantially 
curtailed the common carriage doctrine, by weakening the obligations owed 
by telephone companies to those they service and by exempting broadband 
providers from common carriage regulation.
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Case law weakening Common Carriage

In a number of decisions in the 1980s, courts weakened the common carriage 
doctrine as applied to telephone companies by holding that such carriers en-
joyed the right to exercise “business judgment” to refuse to carry unpopu-
lar (but lawful) content. For example, in Carlin Communications v. Moun-
tain States Telephone & Telegraph,4 a provider of (constitutionally protected) 
sexually themed messages sought to require the regional telephone company 
to carry its messages on its 976 network, through which users could pay a 
special fee in order to access such content. The district court held in Carlin 
that the telephone company, as a common carrier, was required to carry all 
legal content—however unpopular5—without discrimination.6 But the Ninth 
Circuit reversed,7 holding that the telephone company enjoyed the right to 
exercise its “business judgment about what messages, even lawful ones, it will 
carry.”8 Through the vehicle of the “business judgment” exception to common 
carriage requirements, telephone companies were permitted to discriminate 
against unpopular content and wrest themselves free from their obligations 
under the common carriage doctrine to facilitate the transmission of all le-
gal content. In a similar case involving the same content provider, in Carlin 
Communication v. Southern Bell Telephone and Telegraph, the Eleventh Cir-
cuit also held that the regional telephone company could exercise its “busi-
ness judgment” to refuse to carry Carlin’s unpopular messages via its dial-it 
medium.9

 These decisions allowing paradigmatic common carriers—telephone com-
panies—to discriminate against unpopular but legal content turn the First 
Amendment on its head by essentially privileging the free speech rights (and 
commercial interests) of the conduits over the free speech rights of those seek-
ing to communicate through their pipes. As Jerome Barron contends, antici-
pating the problems that arise in weakening common carriage obligations in 
the Internet realm,

The business judgment exception to the nondiscrimination principle of com-
mon carrier law . . . opens the door to content discrimination. Instead of the 
carrier saying, “We don’t like the content of your message,” the carrier may sim-
ply say, “We don’t wish to do business with you.” Content discrimination, nor-
mally impossible for a telephone carrier, is thereby possible through the busi-
ness judgment doctrine. These are troubling precedents as the telcos are about 
to commence the transmission of information services and video services. The 
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end result could be that the regional telco will not only control who enters the 
conduit but also what can be said on it.10

 Furthermore, despite the fact that such regional telephone companies 
were heavily regulated by the government and enjoyed monopoly status 
within their region for these services, the courts refused to characterize them 
as “state actors” whose acts of censorship would be in violation of the First 
Amendment.11

the Common Carriage doctrine 
and Computer Processes

In the Communications Act of 1934, Congress granted the FCC the authority 
to regulate telephone companies as common carriers under Title II of that 
act. In the 1970s, as telephone companies began offering value-added services 
in addition to their essential conduit services, the FCC sought to develop a 
regulatory framework that would distinguish between their conduit function 
and the value-added services. In a series of three “Computer Inquiry” deci-
sions in the 1970s and 1980s, the FCC established essentially the following two 
categories of services: (1) basic services—those that “offer[ed] transmission ca-
pacity for the movement of information”12—which were regulated under tra-
ditional Title II common carrier concepts, and (2) “enhanced” or value-added 
services—those that “combin[ed] basic service with computer processing ap-
plications that act on the . . . subscriber’s transmitted information, or provide 
the subscriber additional, different, or restructured information, or involve 
subscriber interaction with stored information”13—the provision of which 
were not regulated under traditional common carrier concepts and were sub-
ject only to the FCC’s generic oversight authority under Title I of the Act. 
Under the Second Computer Inquiry, basic services, such as telephone and 
facsimile services, were those offering “a pure transmission capability over 
a communications path that is virtually transparent in terms of its interac-
tion with customer supplied information.”14 By “pure” or “virtually transpar-
ent” transmission, the FCC meant “a communications path that enabled the 
consumer to transmit an ordinary-language message to another point. . . . ”15 
“Enhanced” services, by contrast, were those in which “computer processing 
applications are used to act on the content, code, protocol, or other aspects 
of the subscriber’s information.”16 Because of what it believed to be the “fast-
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moving, competitive market”17 for these enhanced services, the Commission 
declined to impose common carriage regulations on them18 and instead left 
decisions regarding the carriage of communications and content by enhanced 
services carriers to the market. The revised categorizations and attendant ob-
ligations set forth in the Second Computer Inquiry were limited to “tradi-
tional wireline services and facilities,” and were never imposed by the FCC on 
cable facilities.19

the telecommunications act of 1996

In 1996, Congress passed a major amendment to the Communications Act 
of 1934. In its passage of the Telecommunications Act of 1996, Congress re-
visited the categorization of services subject to common carriage regulation 
that was established under the Computer Inquiries. Under the 1996 Act, “tele-
communications” services were made subject to common carriage regulation 
(replacing the category of “basic services”), while “information services” were 
exempted from common carriage regulation (replacing the formerly exempt 
category of “enhanced services”). The Act maintained significant common 
carrier obligations on providers of “telecommunications services,” while leav-
ing “information services” providers subject to far less regulation.
 The Act defined a “telecommunication service” as “the offering of tele-
communications for a fee directly to the public . . . regardless of the facili-
ties used.”20 The FCC has ruled that, despite the changes in nomenclature, the 
basic distinctions between these two categories remain the same. The 1996 
Act changed the rights and responsibilities of common carriers by specifying 
more precisely the obligations that common carriers must assume. While the 
Act creates a presumption that telecommunications carriers will be treated as 
common carriers, it authorized the FCC to forbear from enforcing any provi-
sion of the Act if the FCC determines that such enforcement is unnecessary to 
guard against discrimination, to ensure just and reasonable services, to safe-
guard consumers, or to serve the public interest.21

 Title II of the Communications Act sets forth a complex regulatory re-
gime imposed upon common carriers, many aspects of which—such as rate 
supervision, construction, and so on—are not within the scope of my inquiry. 
Instead I focus on the duty imposed under the Communications Act upon 
common carriers not to discriminate in the offering of their services and, in 
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particular, not to discriminate against certain types of content in serving as 
conduits for the transmission of such content.
 In the passage and interpretation of the Telecommunications Act, a cen-
tral issue confronting policymakers and courts was how, if at all, the provision 
of Internet access by cable providers (and the provision of broadband Internet 
access more generally) should be regulated. If regulated as “telecommunica-
tions services,” then providers of broadband Internet access would be subject 
to common carriage regulation prohibiting them, among other things, from 
discriminating against any type of legal content (and requiring them to allow 
interconnection by unaffiliated ISPs).22 If regulated instead as providing only 
“information services,” then providers of broadband Internet access would be 
free of such common carriage obligations. To understand the regulatory is-
sues regarding the provision of Internet access, an explanation of the different 
methods of accessing the Internet and the historical application of common 
carriage obligations applied to such methods will prove helpful.
 Historically, users connected to the Internet by attaching a dial-up modem 
to a telephone line in order to connect with their choice of Internet service 
providers (ISPs). Providers of traditional telephone lines are regulated as “tele-
communications services” under the Telecommunications Act of 199623 (and 
were similarly regulated as “basic” services under earlier regulatory schemes). 
As such, the providers of such telephone lines were subject to common carrier 
regulation prohibiting them from discriminating against content (and requir-
ing them to grant all requesting ISPs access to their lines). This regulatory 
framework essentially gave birth to the Internet, by ensuring that networks 
remained open for a variety of content and services. As Vint Cerf, known by 
many as the “father of the Internet,” explains, this common carriage regula-
tory framework enabled vast numbers of Internet users to “unleash their cre-
ative, innovative, and inspired . . . ideas . . . , without artificial barriers erected 
by the local telephone companies.”24 FCC commissioner Michael Copps de-
scribed the regime governing the early years of the Internet’s development as 
follows:

In the dial-up world, there is something akin to consumer sovereignty. The con-
sumer has jurisdiction over the applications that prevail, and what power that 
is! No network owner telling you where to go and what to do. You run the show. 
This freedom—this openness—has always been at the heart of what the  Internet 
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community and its original innovators have celebrated. Anyone can access the 
Internet . . . and read or say what they want. No one can corner control of  
the Internet for their purposes.25

 Over the past ten years, however, many Internet users have migrated from 
the dial-up, narrowband universe to broadband technologies that provide 
fifty to one hundred times faster Internet access. The predominant broadband 
technology used by residential Internet users is provided via high-speed cable 
modems.26 In the 1990s, cable companies began to upgrade their systems to 
support two-way transmission of signals, over which users could access Inter-
net content at much faster speeds. Internet users who live in certain locations 
also have the option (among others) of securing broadband Internet access 
from telephone companies over digital subscriber lines (DSL). Because such 
DSL broadband Internet access is provided via telephone lines, the provision 
of this service was initially regulated as a “telecommunications service” subject 
to common carriage nondiscrimination regulations. The regulation of broad-
band access via cable, however, proved to be a more complicated question. If 
cable broadband providers essentially served as pure conduits of Inter net con-
tent originated by others—in the same way that narrowband telephone and 
DSL providers did—regulatory parity would dictate that they be subject to the 
same types of common carriage obligations not to discriminate as were dial-up 
and DSL providers. Certainly the unaffiliated ISPs seeking access thought so, 
and argued that the FCC should extend the same common carriage obliga-
tions that were applicable to DSL providers to cable companies’ provision of 
broadband Internet access. Cable companies objected and claimed that their 
cable modem services were inextricably intertwined with their value-added 
Internet services and that neither the sum of such services nor the component 
parts should be regulated under a common carriage regime.
 The FCC undertook an inquiry into the issues raised by cable companies’ 
offering of broadband Internet access and their claims that they should be 
exempt from common carriage obligations. In its 2002 “Inquiry Concerning 
High-Speed Access to the Internet Over Cable and Other Facilities”27 (here-
inafter “Declaratory Ruling”), the FCC concluded that cable modem service 
was an “information service” with “no separate offering of ‘telecommunica-
tions service,’”28 the latter of which would have rendered such services subject 
to common carriage obligations. The Commission ruled that the provision 



122 Chapter 6

of  cable broadband service does not contain a separate telecommunications 
service because the transmission of the data is “part and parcel” of that ser-
vice, and is integral to its capabilities.29 As an “information service” with “no 
separate offering of telecommunications service,” cable operators’ provision 
of broadband Internet access is not subject to the common carrier regulations 
of Title II of the Communications Act. This ruling by the FCC is significant 
in that it reverses course on the history of the Commission’s regulation of 
telecommunications services. Throughout the 1970s and 1980s, the FCC for-
mulated and implemented a workable distinction between the underlying 
common carrier network, on the one hand, and the services and information 
made available over that network, on the other. The 2002 Declaratory Ruling 
collapsed this crucial speech-facilitating distinction and for the first time per-
mitted network operators to discriminate against services and content trans-
mitted over their networks.
 The decision by the FCC to exempt cable broadband from common carriage 
obligations was challenged by unaffiliated ISPs who asserted the right to inter-
connect with cable providers’ pipelines and sought a ruling that cable broad-
band should be regulated as the provision of a telecommunications service sub-
ject to common carriage obligations. In a case that FCC commissioner Michael 
Copps described as involving nothing less than the “future of the Internet,”30 
the Supreme Court in Brand X determined that the FCC enjoyed the discre-
tion to interpret the Telecommunications Act as it had done in its Declaratory 
Ruling to decline to subject cable operators’ provision of broadband Internet 
access—or the provision of any other type of broadband Internet access—to 
common carriage nondiscrimination obligations. The FCC’s Declaratory Rul-
ing, and the Supreme Court’s decision upholding that ruling, have wrought fun-
damental changes in the nature of the Internet as a medium of communication. 
In the prophetic words of Wired magazine senior writer Charles Platt:

Broadband will inflict major changes on its environment. It will destroy, once 
and for all, the egalitarian vision of the Internet.31

the “Future of the internet”: the story 
behind the Brand X decision

In the early days of the deployment of cable broadband services, local govern-
mental franchising authorities sought to exercise regulatory control over cable 
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broadband to require (among other things) that such services provide “open 
access” to their cable broadband network for unaffiliated non-facilities-based 
ISPs (in other words, those ISPs that do not own the transmission facilities 
they use to connect end-users to the Internet). Cable companies, on the other 
hand, sought the exact opposite—they wished to preserve their exclusive re-
lationships with their chosen ISPs and challenged the imposition of open ac-
cess requirements on them. In an early dispute that figures prominently in 
the Brand X case, AT&T v. City of Portland,32 the City of Portland sought to 
condition AT&T’s acquisition of the Telecommunications Inc. (TCI) cable 
franchise on the provision of open access to its cable broadband network for 
competing ISPs. The City of Portland premised its regulatory authority on the 
position that cable modem services were “cable services” and that therefore 
the city’s franchising authority under the Telecommunications Act extended 
to such services.33 AT&T contended that the cable broadband service it offered 
was properly classified as an “information service” under the Act and that it 
was therefore not subject to franchising authorities’ regulation as a “cable ser-
vice”—or to common carriage requirements imposed upon “telecommunica-
tions services” under the Act.
 In AT&T v. Portland, the Ninth Circuit ruled against both the city’s and 
AT&T’s interpretations of the Act, and held that cable broadband services 
were “telecommunications services” subject to common carrier obligations 
under the Act. In properly analyzing the functionality offered by broadband 
providers for purposes of the Telecommunications Act, the court explained,

Internet access for most users consists of two separate services. A conventional 
dial-up ISP provides its subscribers access to the Internet at a “point of pres-
ence” assigned a unique Internet address, to which the subscribers connect 
through telephone lines. . . . The telephone service linking the user and the ISP 
is classic “telecommunications,” which the Communications Act defines as “the 
transmission, between or among points specified by the user, of information of 
the user’s choosing, without change in the form or content of the information as 
sent and received.” A provider of telecommunications services is a “telecommu-
nications carrier,” which the Act treats as a common carrier to the extent that 
it provides telecommunications to the public, “regardless of the facilities used.”

By contrast, the F.C.C. considers the ISP as providing “information services” 
under the Act, defined as “the offering of a capability for generating, acquir-
ing, storing, transforming, processing, retrieving, utilizing, or making available  
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information via telecommunications.” As the definition suggests, ISPs are them-
selves users of telecommunications when they lease lines to transport data on 
their own networks and beyond on the Internet backbone. However, in relation 
to their subscribers, who are the “public” in terms of the statutory definition of 
telecommunications service, they provide “information services,” and therefore 
are not subject to regulation as telecommunications carriers. . . . 

Like other ISPs, [AT&T’s cable broadband service] consists of two ele-
ments: a “pipeline” (cable broadband instead of telephone lines) and the Inter-
net service transmitted through that pipeline. However, unlike other ISPs, [the 
cable broadband provider] controls all of the transmission facilities between 
its subscribers and the Internet. To the extent [a cable broadband provider] is 
a conventional ISP [and provides Internet services], its activities are that of an 
information service. However, to the extent that [a cable broadband provider] 
provides its subscribers Internet transmission over its cable broadband facility, it 
is providing a telecommunications service as defined in the Communications Act 
[and is therefore subject to the Act’s common carriage requirements].34

 In summary, the Ninth Circuit held that in order to properly classify the 
provision of cable broadband access under the Act, it must separate out the 
functionality involved into (1) the transmission function over its pipeline, 
which constituted a “telecommunications service” subject to common carrier 
obligations, and (2) the value-added Internet services transmitted through 
that pipeline, which constituted an “information service” that is not subject to 
common carrier obligations.35

 In response to this and other decisions involving the regulatory status of 
cable broadband, the FCC undertook the Inquiry described earlier, in which 
it ultimately concluded—in contrast to the Ninth Circuit—that broadband 
Internet access provided by cable operators is properly classified as an in-
formation service exempt from common carriage requirements, and that no 
separate offering of telecommunications service is made by cable broadband  
providers. Under this Declaratory Ruling, cable operators providing broad-
band Internet access are not subject to common carriage obligations as pro-
viders of telecommunication services. Rather, as providers of “information 
services,” they are subject to less stringent regulation under the Act under  
the FCC’s Title I ancillary authority, under which the FCC enjoys the au-
thority to impose requirements that are “reasonably ancillary to the effective 
performance of [its] various responsibilities.”36 The Commission found that 
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cable broadband providers offer “a single, integrated service that enables the 
subscriber to utilize Internet access service . . . and to realize the benefits of a 
comprehensive service offering,”37 and concluded that the integrated service 
provided was an “information service,” without a separate “telecommunica-
tions service” component that would render the providers subject to common 
carriage regulation. The FCC grounded its decision, in part, on the policy 
judgment that “broadband service should exist in a minimal regulatory envi-
ronment that promotes investment and innovation in a competitive market.”38

 Seven petitions for review of the Commission’s ruling were filed, in three 
different Circuit Courts. Brand X, a non-facilities-based ISP, along with sev-
eral other petitioners, contended that the FCC should have classified cable 
broadband not just as an “information service,” but also as a “telecommu-
nications service,” and should have subjected the provision of that service to 
common carriage regulation.39 The Judicial Panel on Multidistrict Litigation 
required the consolidation of the petitions before the Ninth Circuit.
 In Brand X v. Federal Communications Commission,40 the Ninth Circuit held 
that the FCC’s interpretation of the Communications Act did not require it to 
revisit its earlier holding in AT&T v. Portland41 that the provision of cable broad-
band constituted part “information service” and part “telecommunications ser-
vice” and that the latter part was subject to common carriage regulation. The 
Supreme Court reversed. First, the Court explained that as a matter of admin-
istrative law, Chevron42 deference applied to the FCC’s Declaratory Ruling in-
volving the regulatory classification of broadband cable Internet service. The 
Court concluded that the Ninth Circuit erred in declining to apply Chevron 
and in holding instead that the FCC’s interpretation of the Act was foreclosed 
by the Ninth Circuit’s earlier, conflicting construction of the Act. The Court 
explained that, under Chevron, if a statute is ambiguous, and if the agency’s 
construction of the statute is reasonable, a federal court must accept the agen-
cy’s construction of the statute, even if the agency’s reading differs from what 
the federal court believes to be the best statutory interpretation. The Ninth 
Circuit would have been permitted to substitute its prior judicial construction 
of the statute for the FCC’s construction only if it had concluded that its con-
struction followed from the unambiguous terms of the statute, which left no 
room for agency discretion. Because the Ninth Circuit had concluded merely 
that its reading was the best reading—and not the only permissible reading—
of the statute, the Supreme Court held that the Ninth Circuit’s construction 
could not trump the FCC’s construction of the statute.
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 The Supreme Court then explained that the FCC’s construction of the 
statutory definition of “telecommunications service” to exclude cable com-
panies’ provision of cable modem service was a permissible reading of the 
Act. Given the ambiguous statutory language, it was permissible for the FCC 
to determine that the transmission component of cable modem service was 
sufficiently integrated with the complete service such that it was reasonable to 
describe the combination as a single, integrated offering and to classify that 
integrated offering as solely an “information service.”
 Applying Chevron’s second step, the Court concluded that the FCC’s con-
struction of the Act was a reasonable policy choice within the Commission’s 
discretion. The Court rejected the argument that the construction was unrea-
sonable because it would allow communications providers to evade common 
carriage regulation. It also rejected the argument that the FCC’s interpreta-
tion was arbitrary and capricious because it left providers of broadband Inter-
net access via DSL subject to common carriage requirements while removing 
such requirements from cable broadband providers. The Court held that the 
FCC enjoyed the discretion to alter telecommunications policy gradually in 
order to eventually exempt the provision of all broadband Internet access—
via cable modem, DSL, or otherwise—from common carriage requirements. 
Although the Court explained that the FCC “remains free to impose special 
regulatory duties,” it held that the FCC was not required to impose any obliga-
tions on broadband providers under its Title I ancillary jurisdiction.43

the import of the Brand X decision

The Supreme Court’s decision to allow the FCC the discretion to roll back 
common carriage obligations on cable and other broadband providers heralds 
a substantial blow for free speech values as applied to Internet communica-
tions. After the Brand X decision, the FCC subsequently removed common 
carriage regulations from every other type of broadband provider. One month 
after the Brand X decision was handed down, the FCC ruled that DSL, like 
cable broadband, was also an “information service,” and that therefore tele-
phone companies’ provision of broadband Internet access via DSL would no 
longer be subject to common carriage requirements.44 The FCC subsequently 
ruled that all other types of broadband are likewise exempt from common 
carriage nondiscrimination regulations.45 Accordingly, decisions about what 
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speech to censor and what speech to facilitate are now left solely to the discre-
tion of the companies providing broadband Internet access—in most cases, 
the cable-telephone duopoly.46

 It is difficult to overstate the import of these developments. They herald 
a transition from an Internet that is governed by a nondiscrimination prin-
ciple facilitating the free flow of information to an Internet that is subject to 
discrimination and bottleneck control by a small handful of network opera-
tors. In the powerful words of warning of FCC commissioner Michael Copps, 
lamenting the demise of the historically open, nondiscriminatory Internet:

This Internet may be dying. It may be dying because entrenched interests are 
positioning themselves to control the Internet’s chokepoints [and have suc-
cessfully lobbied] the F.C.C. to aid and abet them. The founders’ vision of the 
Inter net is being exchanged for a constricted and distorted view of technology 
development, entrepreneurship and consumer preferences. [The F.C.C.] seems 
to be buying into a warped vision that open networks should be replaced by 
closed networks and that traditional user accessibility can be superseded by a 
new power to discriminate. Let this vision prevail and the winners will be en-
trenched interests with far greater power than they have today to design and 
control the Internet of the future. . . . Until now the big companies that control 
the bottlenecks have been unable to convert their reach into controlling power 
over the Internet. But now we face scenarios wherein those with bottleneck 
control may be able to discriminate against both users and content providers—
users and content providers that they don’t have commercial relationships with, 
don’t share the same politics with, or just don’t want to offer access to for any 
reason at all. . . . [O]ld attitudes favoring industry consolidation and limited 
access are again seeking to re-establish themselves. Free from the dynamic of 
competition, a favored few interests may try to set up shop as gatekeeper of the 
Internet. . . . [W]e could be witnessing the beginning of the end of the Internet 
as we know it.47

 Given the current regulatory regime, we now find ourselves in a state in 
which expression in cyberspace is subject to the dictates of the private entities 
who serve as gatekeepers for Internet expression, and those private entities 
are not subject to any meaningful constraints on their ability to discrimi-
nate against expression, whether under telecommunications policy or First 
Amendment law.
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the FCC’s Piecemeal regulation of Networks 
in the wake of Brand X

Shortly after the Brand X decision, at the same time that it removed common 
carriage requirements from DSL providers, the FCC issued a policy statement 
on broadband access (hereafter “Broadband Policy Statement”)—the legal 
force of which is subject to some uncertainty—setting forth four principles 
regarding consumers’ access to the Internet:

1. Consumers are entitled to access the lawful Internet content of their 
choice

2. Consumers are entitled to run applications and use services of their 
choice, subject to the needs of law enforcement

3. Consumers are entitled to connect their choice of legal devices that do 
not harm the network

4. Consumers are entitled to competition among network providers,  
application and service providers, and content providers48

I focus on the first two principles, which implicate freedom of expression and 
the free flow of information (and leave to others the discussion and analysis of 
the latter two principles).49

 In this policy statement, the Commission recognized that it has “the duty 
to preserve and provide the vibrant and open character of the Internet as the 
telecommunications marketplace enters the broadband age,” and, in order to 
do so, promised to “incorporate the above principles into its ongoing policy-
making activities.”50 The Commission, however, made clear that in adopting 
the policy statement, it was not adopting formal rules. The FCC also limited 
the effect of its adoption and approval of these principles by stating that these 
principles were “subject to reasonable network management.”51 Although 
these principles by their terms appear to embody important free speech 
goals prohibiting conduits from restricting access to Internet content, they 
currently have limited and uncertain legal force. As FCC chairman Kevin J. 
Martin explained when issuing the policy statement, “the policy statements 
do not establish rules nor are they enforceable documents.”52 Rather, Martin 
expressed his confidence, consistent with the FCC’s recent trend toward the 
negative conception of the free speech guarantee, that the marketplace itself 
would ensure that these principles were upheld. The nonbinding legal status 
of the policy statement underscores the FCC’s adoption of a conception of the 
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First Amendment in which it generally reposes its trust in the marketplace to 
determine which speech to facilitate and which speech to censor.
 The FCC and other agencies have, however, taken limited, piecemeal 
steps to regulate some Internet conduits, in particular, in the context of sev-
eral large mergers. For example, in response to the FTC’s challenge to the 
proposed merger between AOL and Time Warner, the parties entered into 
a consent decree requiring the merged entity to open its cable system to 
competitor Internet service providers on a nondiscriminatory basis for all 
content and preventing the merged entity from interfering with the content 
of nonaffiliated ISPs.53 Similarly, in 2006, as a condition of signing off on 
the $85 billion merger of AT&T and BellSouth, the FCC extracted a promise 
from the merged entity that it would not prioritize Internet traffic over its 
platform. In particular, AT&T/BellSouth was made to promise that, over the 
course of the ensuing two years (or until network neutrality legislation was 
passed), it would not “provide or sell to Internet content, application, or ser-
vice providers, including those affiliated with AT&T/BellSouth, any service 
that privileges, degrades or prioritizes any packet transmitted over AT&T/
BellSouth’s wireline broadband Internet access service based on its source, 
ownership or destination.”54 Net neutrality commitments were also extracted 
from the parties as conditions on the SBC-AT&T merger55 and the Verizon-
MCI merger.56

 Recently, the FCC has evidenced greater receptivity to the issue of net 
neutrality by voting to seek public comment on whether to add an explicit 
network neutrality principle to its Broadband Policy Statement of 2005. In 
opening a “Notice of Inquiry” into how broadband providers are managing 
and prioritizing their Internet traffic, FCC chairman Kevin Martin explained 
that “although we are not aware of any current blocking situations, the Com-
mission remains vigilant in protecting consumers’ access to content on the 
Internet.”57 The FCC issued a public notice in response to a petition filed in 
November 2007 by Vuze, Inc., the leading source of self-published video con-
tent online. Vuze requested that the FCC initiate a rulemaking to clarify what 
it meant by “reasonable network management” practices by broadband pro-
viders. In its petition, Vuze claimed that Comcast engages in “overbroad and 
clandestine attempts to interfere with traffic” that were not “reasonable”—in-
cluding secretly degrading and blocking Vuze traffic. Vuze asked the FCC 
to establish that “reasonable network practices” do not include the ability to 
discriminate against lawful Internet content or applications.58
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 In January 2008, the FCC undertook an investigation into Comcast’s and 
other broadband providers’ network management practices. This investiga-
tion was prompted in part by a complaint and a petition for a declaratory 
ruling filed by a number of public interest groups alleging that Comcast was 
secretly degrading peer-to-peer file-sharing signals and blocking access to 
file-sharing applications, including BitTorrent trackers, using deep packet 
inspection technology.59 In response to these allegations, Comcast acknowl-
edged that it “purposely slows down some traffic on its network, including 
some music and movie downloads,” but claims that it should be permitted 
to do so in order to direct traffic to prevent network clogs. Comcast asserted 
that, in doing so, it has engaged in “reasonable network management” and 
that its practices “are in accordance with the F.C.C.’s policy statement on the 
Internet where the Commission clearly recognized that reasonable network 
management is necessary for the good of all customers.”60

 In its August 1, 2008, action on this matter, the FCC pursued a middle 
course, finding that Comcast’s selective degrading of peer-to-peer connec-
tions “interfered with Internet users’ right to access the lawful Internet con-
tent and to use the applications of their choice” but refusing to impose fines 
on Comcast for this violation.61 Ruling on the complaint and petition for de-
claratory ruling, the FCC found that Comcast’s actions were discriminatory 
and not tailored to address Comcast’s concerns about network congestion. 
It further observed that Comcast had an anti-competitive motive to engage 
in such discrimination, as the applications it discriminated against posed a 
competitive threat to Comcast’s own video-on-demand service. The FCC also 
found that Comcast’s level of disclosure to its subscribers regarding its dis-
criminatory actions was inadequate, as its subscribers could not have reason-
ably known that such discrimination was occurring.
 Although the FCC’s decision appears to be an important step in the right 
direction, across-the-board regulation of broadband providers is still neces-
sary to make clear that such discrimination is prohibited and to ensure that 
discrimination against content and application providers does not occur in 
the first place. In this case, Comcast’s discriminatory actions occurred in Octo-
ber 2007, in a manner that was not at all transparent to its subscribers, and the 
FCC did not reach its decision reprimanding Comcast for such actions until 
ten months later. While after-the-fact reprimands are an important indication 
of the FCC’s prevailing attitude toward net discrimination, they do not obvi-



 speech Conduits and Carriers 131

ate the need for permanent, broadly applicable, ex ante regulation. As FCC 
commissioner Michael Copps colorfully remarked—in calling for the FCC to 
adopt an Internet policy explicitly prohibiting net discrimination—more is 
necessary to “make clear that the Commission is not having a one-night stand 
with net neutrality, but an affair of the heart and a commitment for life.”62

 On the related matter of content discrimination by mobile carriers, the 
FCC has also recently taken action, by sending letters of inquiry to Verizon 
Wireless asking it to clarify its network management practices in response to 
allegations that Verizon initially failed to provide NARAL ProChoice Amer-
ica with the means necessary for it to send text messages to its members.63

 In summary, since the FCC removed common carriage obligations from 
broadband providers, it has been scrambling to pick up the pieces that re-
sulted from this ill-founded policy decision. The FCC’s current practice in 
response to net discrimination by broadband providers, which depends upon 
piecemeal, after-the-fact reactions and investigations, is insufficient to ensure 
that members of the public are secured the right to communicate on the Inter-
net free from discrimination.

Proposed Net Neutrality legislation

Free speech advocates and others concerned about the free flow of information 
on the Internet have pursued various solutions to the problem of discrimina-
tion against (or in favor of) Internet content. Some have lobbied for passage of 
federal (and state64) “net neutrality” legislation that would prohibit broadband 
providers from discriminating against any legal content or applications that 
they are charged with transmitting. Beginning in 2006, in the wake of Brand 
X and in response to the removal of common carriage nondiscrimination 
obligations from broadband providers, and to actual and threatened acts of 
censorship by broadband and other Internet providers,65 free speech advocates 
prevailed upon members of Congress to introduce network neutrality legis-
lation. The most speech-protective of the proposed legislation would prohibit 
broadband providers from blocking, impairing, degrading, or discriminating 
against the ability of any person to use a broadband connection to access the 
content or services available on broadband networks.66 Certain provisions of 
the proposed legislation would also reimpose other common-carriage-type re-
quirements on broadband providers, including interconnectivity obligations 
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requiring broadband providers to allow interconnection with the facilities 
of other network providers on a reasonable and nondiscriminatory basis.67 
Other provisions would mandate that consumers have the option of purchas-
ing a standalone broadband connection that is not bundled with cable, tele-
phone, or VoIP service.68 Alternative proposed legislation would not directly 
prohibit broadband providers from discriminating against content or appli-
cations, but would grant the FCC explicit authority to adjudicate consumer 
complaints regarding discrimination and to enforce the principles articulated 
in the Broadband Policy Statement.69

 None of the federal network neutrality bills has been passed as of May 
2009, but as the issue becomes increasingly more pressing and publicized, 
passage of such legislation has become a more realistic possibility. In January 
2007, Senators Dorgan and Snowe introduced the Internet Freedom Preser-
vation Act of 2007, which would amend the Communications Act of 1934 to 
make it unlawful for any broadband service to

block, interfere with, discriminate against, impair, or degrade the ability of any 
person to use a broadband service to access, use, send, post, receive, or offer 
any lawful content, application or service made available via the Internet, [or 
to] charge on the basis of the type of content, applications, or services made 
available.

The Act would also require broadband services to

enable any content, application, or service made available via the Internet to be 
offered, provided, or posted on a basis that is reasonable and nondiscrimina-
tory, including with respect to quality of service, access, speed, and bandwidth, 
[and is] at least equivalent to the access, speed, quality of service, and band-
width that such broadband provider offers to affiliated content, applications, or 
services. . . . 70

 As noted earlier, two months after the introduction of the Internet Free-
dom Preservation Act of 2007, the FCC evidenced some receptivity to the is-
sue of net neutrality by voting to seek public comment on whether to add a 
network neutrality principle to its Broadband Policy Statement.71 In response, 
the Department of Justice weighed in to oppose network neutrality legisla-
tion.72 In addition, the Federal Trade Commission conducted an extensive 
public workshop on broadband connectivity competition policy to analyze the 
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issue of net neutrality (while ultimately concluding that “lawmakers should be 
hesitant to enact new regulations in this area”).73 In early 2008, Representa-
tives Markey and Pickering introduced The Internet Freedom Preservation 
Act of 2008, which would, among other things, (1) establish that it was the 
national broadband policy to maintain freedom to use broadband networks 
without unreasonable interference from or discrimination by network opera-
tors and to safeguard against unreasonable discrimination and degradation 
of content based on source, ownership, or destination and (2) require the FCC 
to assess broadband services and consumer rights via a series of public broad-
band summits, and report back to Congress on its findings.74

 In summary, the FCC and the Supreme Court wrought havoc by removing 
from broadband providers the common carriage and nondiscrimination obli-
gations that historically have been imposed on telecommunications providers. 
This has enabled broadband providers, who serve as the gatekeepers of Inter-
net speech, to engage in discrimination against Internet content. Although the 
FCC and other agencies have engaged in limited, piecemeal efforts to repair the 
damage wrought by this ill-founded decision, to date these efforts have been 
insufficient. Those concerned about free speech rights in this medium have 
responded by advocating net neutrality regulation, which, not surprisingly, 
has been forcefully opposed by the gatekeepers themselves. The issue of net 
neutrality—and of discrimination by broadband providers—is now front and 
center in policymakers’ and the public’s eye. Legislation prohibiting broadband 
providers from censoring the flow of expression on the Internet is necessary to 
ensure that members of the public enjoy the right to communicate freely in the 
most important forum for communication ever created.



the FCC’s deCisioN, aPProVed bY the suPreme Court, to 
exempt broadband providers from the common carriage obliga-

tions traditionally imposed on telecommunications providers threatens free 
speech values. If the courts decline to hold that broadband providers are state 
actors subject to obligations under the First Amendment not to discriminate 
against content,1 then Congress should regulate broadband providers to re-
impose (or require the FCC to reimpose) nondiscrimination obligations on 
them. Such regulation would not violate broadband providers’ First Amend-
ment rights, and would advance important free speech values that the Su-
preme Court has traditionally recognized in its jurisprudence adopting an 
affirmative conception of the First Amendment. Although the regulation I 
advocate would encompass some of the provisions embodied in proposed net 
neutrality legislation, my argument focuses specifically on regulation prohib-
iting broadband providers from discriminating on the basis of content. Other 
types of gatekeepers of Internet communications beyond broadband provid-
ers also enjoy the power to threaten free speech in this medium and should be 
monitored to ensure that they respect free speech values. In particular, in light 
of the extensive control that dominant search engines such as Google exercise 
over information on the Internet, it may be necessary for Congress to enact 
legislation prohibiting dominant search engines from unfairly or deceptively 
manipulating search results on an individualized basis.

7 Protecting Free speech in the internet age

134
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regulation of broadband Providers to Prohibit 
Content-based discrimination

The debate over regulation of broadband providers—whether before Con-
gress, the agencies, or the public at large—generally assumes the following 
contours. On one side, favoring regulation, are certain content and applica-
tions providers, including non-facilities-based providers of Internet services 
(ISPs such as Brand X that are unaffiliated with broadband providers) and 
content providers such as Google, that wish to ensure they are accorded non-
discriminatory treatment by broadband providers. These proponents claim 
that the current unregulated broadband market enables broadband providers 
to discriminate against disfavored content and applications and to transform 
the Internet from a free and open forum for communication into a “walled 
garden”—analogous to the cable television market—in which the only ac-
cessible content is that which is approved by the broadband provider or for 
which the content provider has paid the broadband provider’s price. Oppo-
nents of regulation consist primarily of the dominant broadband providers 
themselves, who wish to avoid regulation. They contend that an unregulated 
market is necessary to advance their economic interests, which, they main-
tain, correspond with the public interest, and which require them to be able to 
innovate freely in offering their services, unrestricted by regulation.
 The arguments for and against regulation of broadband providers are ex-
tensive, complex, and, in some cases, quite technical.2 Many such arguments—
especially with respect to prioritization and traffic shaping—are framed pre-
dominantly in economic terms. Christopher Yoo, for example, one of the most 
prominent voices in the net neutrality debate, advances his arguments against 
regulation primarily in economic terms and explicitly forgoes “any discussion 
of non-economic issues, such as network neutrality’s implications for demo-
cratic deliberation or the First Amendment.”3 My emphasis and the thrust of 
my analysis are different: I focus on individuals’ free speech interests in com-
municating within this unprecedented public forum, free from censorship by 
broadband providers and other powerful gatekeepers of Internet content such 
as dominant search engines. I have argued that courts should consider broad-
band providers to be state actors chargeable with First Amendment obligations 
that prohibit them from discriminating on the basis of content, both in their 
function as email providers and in their function as gatekeepers regarding the 
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content accessible by their subscribers. I contend further that if courts decline 
to conceptualize broadband providers as state actors, they should be regulated 
as common carriers that are at least subject to nondiscrimination require-
ments. In this chapter I analyze the non-economic arguments for and against 
imposing nondiscrimination requirements on broadband providers, and con-
clude that the meaningful protection of free speech values on the Internet sup-
ports such regulation.

broadband service, Competition, and Free speech

The Supreme Court has emphasized that each medium of expression requires 
its own First Amendment inquiry.4 Accordingly, an exploration of some of 
the characteristics of the broadband market is helpful in evaluating the free 
speech implications of regulating broadband providers to limit their discre-
tion to discriminate on the basis of content.
 The opposing sides of the debate over regulation disagree about the rel-
evant characteristics of the market for broadband service. Essentially, oppo-
nents of regulation contend that the market for residential broadband is (or 
may become) a robust one and that intervention into this market is therefore 
unjustified and unwarranted. They claim that this market has the potential 
to be characterized by robust competition—buoyed by such possible entrants 
as mobile wireless, fiber, satellite, fixed wireless, and broadband over power 
lines,5 and that regulation will discourage the investment necessary for such 
competition to develop and flourish.
 Proponents of regulation, on the other hand, emphasize that the current 
actual market for residential broadband is in fact dominated by the cable-
telephone duopoly, in which, according to the most recent FCC statistics, 95 
percent of all residential broadband is provided either by cable companies 
such as Comcast or Cox or by telephone companies such as Verizon DSL.6 
While alternatives to the duopoly are available in some markets, proponents 
of regulation contend that such alternatives are few and far between and do 
not constitute effective substitutes. The greater such concentration of power, 
the greater the control such conduits exercise over individuals’ speech. Such 
concentration of power over the free flow of communications has been a sig-
nificant factor militating in favor of upholding regulation in the Supreme 
Court’s evaluation of the constitutionality of legislation regulating conduits 
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for expression. As the Supreme Court made clear in Turner, even if the regu-
lated conduit for expression does not enjoy absolute gatekeeper control over 
all speech within that medium, the extent of the power it does enjoy is an 
important factor supporting the legislation in question. The importance of 
preserving nondiscriminatory access to information from a wide variety of 
sources trumps the gatekeepers’ economic interests and its editorial interests 
in selecting which information to make available. Because of the central role 
they serve as conduits for expression, broadband providers can and should be 
regulated to prohibit them from discriminating against any and all legal con-
tent they are charged with transmitting, notwithstanding the economic bene-
fits to providers that may accrue under the current unregulated environment. 
The First Amendment permits such regulation, and the meaningful protec-
tion of free speech values in the Internet context requires such  regulation.
 The FCC’s fundamental misstep in removing common carriage nondis-
crimination obligations from broadband providers (later approved by the Su-
preme Court in Brand X) was its determination that cable operators providing 
broadband Internet access were not—in whole or in part—offering “telecom-
munications services” and were therefore not subject to regulation as com-
mon carriers or pure communications conduits.7 The Commission erred by 
prioritizing the very limited editorial role of cable broadband providers (for 
example, in selecting material to be available on the Comcast home page) over 
the much weightier free speech interests of members of the public who neces-
sarily rely on broadband providers to serve as conduits for their expression. 
Courts that have prioritized broadband providers’ editorial function and free 
speech interests over the public’s interest in the free flow of information8 have 
made the same fundamental misjudgment.9

 The proper analysis of the respective free speech interests of broadband 
providers and members of the public was undertaken by the Ninth Circuit in 
AT&T v. City of Portland.10 That court recognized that cable broadband pro-
viders predominately serve as conduits for the expression of others and there-
fore should be subject to nondiscrimination obligations imposed  under com-
munications law. As the Ninth Circuit correctly held, broadband  providers 
function essentially and primarily as conduits of the expression—the con-
tent and applications—of others. Like the telephone company and the postal 
service, these providers primarily serve to facilitate the communication and 
transmission of the content sought to be disseminated by members of the 



138 Chapter 7

 public. And like telegraph companies of old,11 and like telephone companies 
and the postal service today,12 broadband providers’ minimal free speech in-
terests are outweighed by the free speech interests of those who seek to com-
municate via their pipes.
 These general free speech principles have been recognized by the Supreme 
Court over the years in instances in which conduits for expression such as tele-
phone companies, the postal service, and broadcasters sought to censor disfa-
vored speech. In those cases, the Supreme Court made clear that such conduits 
for expression do not enjoy First Amendment (or other) interests that trump 
the rights of those whom they serve (if they enjoy any First Amendment rights 
at all). As the Court made clear in Sable, telephone companies do not enjoy 
free speech rights that trump the rights of those who seek to communicate via 
their pipes. Nor does the postal service enjoy an independent free speech right 
to censor content of which it disapproves, as the court made clear in Lamont.13 
And, as the Court explained in Red Lion,14 even broadcasters—who enjoy 
much greater claims to independent First Amendment rights than broadband 
providers—do not enjoy free speech rights that trump the free speech rights of 
members of the public to access a broad range of content from a multiplicity 
of sources. And, while in Turner15 the Court recognized that cable network 
operators enjoyed limited free speech interests in selecting which content to 
make available on which channels, it nonetheless emphasized that the impor-
tant First Amendment goal of protecting the dissemination of information and 
ideas from a multiplicity of sources outweighed the cable operators’ interest in 
selecting which information and ideas to facilitate via their pipes.
 The only type of speech “conduit” for which the Supreme Court reached 
a different conclusion is the newspaper publisher, but the difference between 
newspaper publishers and broadband providers proves the point. The newspa-
per publisher enjoys far greater claim to its own right to freedom of expression 
than do conduits for expression such as telephone, telegraph, and broadband 
providers. In the Tornillo case,16 the Supreme Court was unwilling to allow the 
free speech interests of members of the public to trump the First Amendment 
editorial rights of newspapers to determine which content to publish. Regu-
lation that would require newspaper publishers to grant a right of reply to 
political candidates was held impermissibly to conflict with the free speech 
interests of newspaper publishers in the exercise of their editorial discretion 
to determine which speech to include and which to exclude from their papers. 
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Further, such a requirement would force the newspaper to be associated with 
content not of its own choosing.
 When we analyze where on the First Amendment spectrum—pure con-
duit versus pure editor—broadband providers fall, it becomes clear that the 
functions broadband providers essentially provide place them much nearer to 
the pure conduit end than the pure editor end. Decisions prioritizing broad-
band providers’ free speech interests over the free speech interests of those 
whose content they are charged with transmitting are misguided.17 Although 
a Comcast or Verizon exercises minimal editorial discretion (in determining 
which content to make available via its home page, for example), the predomi-
nant function that broadband providers actually provide is that of serving 
as a conduit for the expression of Internet users. Furthermore, unlike in the 
Tornillo scenario, there is virtually no risk that the content made available via 
a broadband provider’s pipes would be attributed to the broadband provider 
itself.18 The predominant free speech interests in the broadband context are 
those of members of the public—content providers and end users—to uncen-
sored transmission of the expression they seek to send and receive, not those 
of the broadband providers that facilitate the public’s access to the Internet. 
The public’s free speech interests outweigh whatever minimal editorial rights 
might be asserted by broadband providers. Accordingly, Congress enjoys the 
power to regulate—or to require the FCC to regulate—broadband providers 
to subject them to the obligation not to discriminate on the basis of content.
 Furthermore, even assuming that broadband providers enjoyed a pro-
tectible First Amendment interest in the editorial functions they perform, 
regulation that prohibits them from engaging in discrimination on the basis 
of content in the exercise of their conduit function would be analyzed as a 
content-neutral regulation of speech subject to intermediate scrutiny. Courts 
should readily hold that such regulation advances the substantial government 
interest of protecting the public’s access to the wide dissemination of informa-
tion from a multiplicity of sources, and so long as the regulation was carefully 
crafted and appropriately tailored to advance this interest, it would readily 
withstand First Amendment scrutiny.19 Following the Supreme Court’s analy-
sis in Turner, in which the Court recognized the limited First Amendment 
editorial rights of the cable companies while upholding regulations requiring 
them to carry content that was not of their choosing in order to ensure that 
“the public has access to a multiplicity of information sources,” regulation 
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of broadband providers of the kind outlined here should be held to comport 
with the First Amendment’s protections. Thus, even if broadband providers 
were able to convince a court that their First Amendment interests were com-
promised by such regulation, Turner would counsel in favor of holding that 
such interests were outweighed by the countervailing public interest in “the 
widest possible dissemination of information from diverse and antagonistic 
sources” and in “public discussion and informed deliberation [that] . . . demo-
cratic government presupposes and the First Amendment seeks to achieve.”20 
Accordingly, the free speech interests of broadband providers do not render 
the imposition of nondiscrimination obligations upon them unconstitutional. 
On the contrary, such regulation is consistent with the protection of the im-
portant free speech values and policies recognized by the Supreme Court and 
embodied in the affirmative conception of the First Amendment.
 Having shown that regulation of broadband providers would be consti-
tutional, I now turn to why such regulation is essential in order to preserve 
nondiscriminatory access to the predominant forum for free speech in the 
twenty-first century.
 In regulating broadband providers consistently with free speech policies, 
Congress and the FCC should look to the principle underlying modern com-
munications law that liberal democracies require a well-informed citizenry, 
which in turn requires that citizens enjoy the freedom to communicate and 
to access communications from a multiplicity of sources. The same princi-
ples that justify regulating telephone and telegraph operators and the postal 
service as common carriers subject to nondiscrimination requirements—in 
 order to “protect ordinary citizens in their right to communicate”21—are valid 
today with regard to Internet communications.
 This fundamental free speech and communications policy of protecting 
the public’s right to communicate and to access a broad range of expression 
that was embodied in the early regulation of telecommunications providers 
was carried over, in a modified form, to the broadcast realm. Under the fair-
ness doctrine, broadcasters—although not considered common carriers—were 
charged with the obligation of ensuring public access to a broad array of con-
tent from diverse and antagonistic sources on matters of public importance. 
This obligation was then carried over, in a modified form, to the regulation 
of cable television, under which the FCC and the Supreme Court recognized 
the importance of imposing limitations on the discretion of cable companies 
to select which content to make available to the public. In Turner I and II, 
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the Court recognized that the discretion of conduits of speech that exercise 
control over critical pathways of communication can constitutionally be held 
in check by regulations that protect “the free flow of information and ideas.”22 
From the Associated Press decision in 1945 to the Red Lion decision in 1969 up 
through Turner II in 1997, the Supreme Court has emphasized that members 
of the public must enjoy the freedom to communicate and to access commu-
nications from a multiplicity of sources in order to advance the free speech 
values of facilitating deliberation and debate on matters of public importance.
 The recent regulatory state of affairs in the Internet context, which allows 
broadband providers to discriminate against whatever content or applications 
they choose for whatever reasons they choose, is inconsistent with the his-
torical progression of according individuals protection in their freedom to 
communicate. By allowing broadband providers to restrict the free flow of 
information and ideas, the current regime allows these private gatekeepers of 
speech to obstruct the “dissemination of information from diverse and antag-
onistic sources”23 and to thwart the “public discussion and informed delibera-
tion that . . . democratic government presupposes and the First Amendment 
seeks to achieve.”24 Absent regulation, broadband providers will continue to 
enjoy the discretion to discriminate against the content or applications of 
their choosing. Under such a regime, the citizenry is not guaranteed access 
to a multiplicity of uncensored viewpoints from diverse and antagonistic 
sources, and is instead limited to expression that is approved (or not disap-
proved) by the one or two broadband providers who serve as gatekeepers for 
essentially all Internet communications.
 Given the importance for the protection of free speech values of regulating 
broadband providers, the arguments of opponents that it may be economi-
cally inefficient to do so25 carry little weight. Just as it may be economically 
inefficient for the government to be required to maintain a public forum,26 
or for cable companies to be required to carry local broadcast or educational 
television signals instead of to exclusively carry their own preferred content,27 
so too it may be economically inefficient for broadband providers to be pro-
hibited from discriminating against disfavored content or applications. The 
protection of free speech values has never been perfectly aligned with the eco-
nomic interests of conduits for expression. Yet in its foundational free speech 
decisions, the Supreme Court has recognized the preeminent importance of 
free speech rights over private economic interests. As the Court explained in 
Marsh v. Alabama, “[w]hen we balance the constitutional rights of owners 
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of property against those of the people to enjoy freedom [of expression], we 
remain mindful of the fact that the latter occupy a preferred position.”28

 Opponents of regulation of broadband providers also contend that such 
regulation offers a “solution in search of a problem” and will bring needless 
regulation and complexity to the current state of affairs.29 They claim that there 
have been only a few, insignificant instances of network discrimination, and 
that these instances were appropriately dealt with by the FCC under the current 
regulatory regime. They also claim that broadband providers have every incen-
tive to act as “good stewards” by facilitating the delivery of all legal content and 
applications through their networks, and that providers have little incentive 
to discriminate against content or applications.30 They point to the Madison 
River/Vonage incident31 as the only significant example of such discrimination, 
and contend that the FCC had the authority to censure such conduct.
 In contrast, the most powerful argument in support of regulation is the 
fact that under the current unregulated regime, broadband providers have 
recently engaged in acts of blocking disfavored applications and content, not-
withstanding the fact that they are under close scrutiny, as Congress and the 
public evaluate the necessity of net neutrality regulation. As I described in 
Chapter 1, for example, Comcast has blocked its subscribers’ ability to receive 
email on politically charged subjects such as the impeachment of the presi-
dent and the war in Iraq. AT&T, for its part, has censored a cablecast of a Pearl 
Jam concert in which the lead singer expressed mild criticisms of the presi-
dent. Other instances of discrimination against content and applications by 
broadband providers have been identified.
 Opponents of regulating broadband providers maintain that the govern-
ment should let the market decide whether such content restrictions are al-
lowed to prevail. They contend that Internet users can appropriately discipline 
providers that restrict or censor content, if they care, by switching to a less 
censorial provider.32

 There are several problems with relying on Internet users to impose mean-
ingful checks on censorship by broadband providers. First, as discussed pre-
viously, such censorship is frequently not readily transparent to the Internet 
users whose actions the opponents of regulation would rely upon to disci-
pline the market. When Comcast blocked AfterDowningStreet’s emails, for 
example, it took several days for the senders and intended recipients to deter-
mine that Comcast engaged in and was responsible for this blocking.33 Simi-
larly, when Comcast blocked and degraded its subscribers’ use of file-sharing 
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 applications, it did so in a clandestine manner.34 If the problem is not visible 
to those who are to be charged with remedying the problem, then “consum-
ers’ preferences [opposing discrimination] might not be enough to motivate 
the market” and the market discipline solution will not be viable.35 As Seth 
 Kreimer explains in a related context:

Even where an exit to competing [ISPs] is available, if the target does not know 
about the censorship . . . , theoretically available market discipline may be at 
most a small check on overzealous censorship. This condition is likely to be 
common, for the easiest way [for an ISP] to avoid customer backlash and po-
tential liability simultaneously is by censoring the flow of information without 
alerting either the sender or the receiver. The challenge of ferreting out [the 
details and] terms of censorship may be well beyond the capacity of all but  
the most sophisticated [Internet users].36

 Second, even assuming that Internet users and others concerned are suf-
ficiently aware of the details of such censorship to attempt to respond to it, 
users may have insufficient alternatives to which to switch their patronage. 
As discussed earlier, 95 percent of all residential users have only one or two 
choices for broadband providers37—a cable modem provider (such as Com-
cast) or a DSL provider (such as Verizon or AT&T)—all of which have already 
engaged in various acts of blocking disfavored Internet content and applica-
tions. For most residential Internet users, there is simply nowhere to turn.38

 Third, opponents of regulation are simply wrong to claim that broadband 
providers have no incentive to censor content and have every incentive to be 
“good stewards” facilitating the free flow of all manner of content through 
their pipes. Indeed, broadband providers have an economic incentive to cen-
sor a great deal of content and applications that conflict with their economic 
interests. As Jerome Saltzer, co-author of the “end-to-end” argument, ex-
plains, each broadband provider has the incentive to “find a technical or po-
litical excuse to filter out services that compete with the . . . Internet services it 
also offers.”39 Similarly, as Tim Wu puts it,

In general, a Bell or cable company has some interest in giving you as broadly 
useful a network as possible. . . . But that interest in neutrality holds true only to 
a point. If a product being offered over the network, say Internet voice (“VoIP”) 
for $5 a month, competes with an established revenue source (telephone ser-
vice, offered at $30 a month), the temptation to block is strong.40
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 Fourth, and most important, the current unregulated state of affairs fails 
adequately to protect the singular most important aspect of the free speech 
guarantee—the right to engage in unpopular and countermajoritarian expres-
sion—even if such expression is the subject of complaints from other users, 
even if such expression is unpopular or “objectionable.” Absent regulation, 
broadband providers have the incentive to cater to majoritarian interests. The 
majority of a broadband provider’s subscribers may disapprove of certain 
types of unpopular—yet constitutionally protected—expression. Upon receiv-
ing (or anticipating) complaints about a particular type of content, broadband 
providers have the incentive to censor such content so as to cater to the in-
terests of the majority of their customers. For example, in the case of After-
DowningStreet’s attempt to send email messages advocating impeachment of 
the president, Comcast justified its censorship of such communication on the 
grounds that it had received complaints about such emails. Similarly, Verizon 
Wireless initially sought to restrict NARAL’s pro-choice text messages on the 
grounds that such messages “may be seen as controversial or unsavory to any 
of our users.”41 Broadband providers’ incentive to cater to the majoritarian 
interests of the market is precisely the reason why nondiscrimination obliga-
tions should be imposed upon them—in order to protect countermajoritarian 
and other unpopular expression from censorship by these powerful gatekeep-
ers of Internet speech. Just as the state has the incentive to censor speech that 
is critical of it or that is disfavored by the majority, so too do powerful con-
duits of expression such as broadband providers. And so too should broad-
band providers’ incentive to censor such speech be held in check by regulation 
to advance and protect free speech values.
 Broadband providers might respond that they need to be able to block con-
tent such as sexually themed expression in order to better serve their  users. To 
be sure, regulation should not prohibit providers from offering tools to their 
subscribers to enable the end users themselves to effectively filter out content 
that is undesirable to the users. Just as the U.S. Postal Service provides indi-
viduals with a mechanism for declining to receive junk mail, and the FTC 
allows individuals to decline to receive unsolicited telephone calls via the 
National Do Not Call Registry, broadband providers should be permitted to 
provide their subscribers with tools to restrict unwanted (but constitution-
ally protected) sexually themed expression, spam, and other speech that the 
user does not wish to receive. What the broadband provider should not be 
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 permitted to do is to exercise its own discretion to block legally protected ex-
pression that it is charged with transmitting to end users.42

 Broadband providers might also respond that they need to be able to block 
applications that physically harm their network, such as viruses, worms, 
Trojan horses, applications threatening network security, or other malware. 
Indeed, providers should not be prohibited from blocking such applications 
that are harmful to the network so long as such blocking is done in a manner 
that is transparent to users. Just as telephone companies, consistent with their 
common carriage nondiscrimination obligations, have been allowed to pro-
hibit the attachment of equipment that harms the operation of the network,43 
so too should broadband providers be permitted to block applications and 
equipment that physically harm their network.
 Any regulation prohibiting broadband providers from blocking legal con-
tent should also mandate transparency in any such blocking of allegedly ille-
gal content, requiring broadband providers to inform subscribers of any con-
tent or applications that were blocked and the reasons for such blocking (for 
example, the provider claims that the content was illegal obscenity, child por-
nography, or physically harmful malware). Mandating transparency in block-
ing will enable users to impose meaningful checks on the blocking decisions 
of broadband providers and ensure that such blocking does not mask the pro-
vider’s unlawful discrimination on the basis of content. Under the current 
unregulated state of affairs—as was evident in the case of Comcast’s discrimi-
natory blocking and degrading—it is quite difficult if not impossible for users 
to discern whether content or applications have been blocked. Indeed, lack of 
transparency in connection with a broadband provider’s acts of blocking (or 
degrading) content or applications will only compound the discrimination—
because users will attribute the difficulties in access to the blocked content or 
applications themselves instead of placing the blame where it belongs—with 
their broadband provider.
 Because of the importance of protecting countermajoritarian speech 
within liberal democracies, mandating transparency alone—without a prohi-
bition on blocking legal content—will not suffice to fully protect free speech 
values. A requirement that broadband providers merely act transparently in 
blocking or discriminating against unpopular speech may help to advance 
the majority’s free speech interests, but will not secure individuals’ right to 
engage in unpopular, dissident, or other countermajoritarian expression. To 
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protect this aspect of the free speech guarantee, broadband providers must be 
prohibited from blocking any and all legal content.
 In summary, broadband providers should be subject to regulation—
whether imposed by new legislation or by enforceable FCC rules—that re-
quire them to assume at least the nondiscrimination obligations that histori-
cally have been imposed upon common carriers—the duty to facilitate and 
transmit in a nondiscriminatory manner any and all legal content and appli-
cations that do not harm the network, and to engage in any blocking of illegal 
content or applications in a transparent manner that is meaningfully subject 
to checks by Internet users.

Prioritization (and degradation)

Opponents of regulation claim that network operators should be permitted to 
prioritize or degrade the flow of whatever content or applications they choose. 
They claim that freedom from regulation on this front will bring about a state 
of “network diversity” in which broadband providers will be free to explore 
different prioritization methods and Internet users will be able to choose 
among broadband providers with different prioritization policies.44 They sug-
gest that, under such a scenario, some broadband providers would voluntarily 
employ neutral criteria for prioritizing data flows while others would priori-
tize the transmission of affiliated content or applications, and Internet users 
would enjoy the discretion to choose among these options.
 For example, under the scenario contemplated by opponents of regula-
tion, Comcast could enter into a deal with Yahoo! in which Yahoo! pays for 
the privilege of having its search engine load and process requests faster than 
Google’s.45 Comcast subscribers then either would forgo use of the Google 
applications or would have the incentive to switch to another broadband 
provider that employed neutral criteria for processing data flows or that pri-
oritized Google applications (if one were available). Under this scenario, by 
choosing Comcast as their broadband provider, users would be opting against 
maximizing Google’s efficiency, and regulators would leave to the market—
such as it is—decisions about which content and applications would be fa-
vored and which would be disfavored (subject only to antitrust checks46).
 Alternatively, broadband providers might opt to prioritize content in a less 
discriminatory and more neutral manner by giving priority to applications that 
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inherently require such prioritization for their efficient functioning. Under this 
scenario, broadband providers might give priority to latency-sensitive applica-
tions such as Voice over Internet Protocol or delay- and jitter-sensitive appli-
cations over applications such as email that are not similarly sensitive to net-
work prioritization.
 Opponents of regulation claim that, because there are some neutral and 
objectively desirable types of prioritization—such as those just described for 
latency-sensitive applications—regulation is unwarranted. Christopher Yoo, 
for example, contends that regulation restricting prioritization is unwarranted 
and unwise because it would prohibit broadband providers from successfully 
satisfying the “increasingly intense and heterogeneous demands imposed by 
end users . . . by giv[ing] a higher priority to traffic associated with truly sensi-
tive applications.”47 A carefully crafted set of regulations prohibiting the first 
type of prioritizing described above (which I will call discriminatory prioritiza-
tion), while allowing the second type, would protect Internet users’ access to the 
unbiased, free flow of information on the Internet while preserving providers’ 
discretion neutrally and efficiently to manage the flow of content over their net-
works.48 As FCC commissioner Michael Copps puts it, “the trick is to find the 
fine line between reasonable network management techniques that allow the 
Net to flourish and unreasonable practices that distort and deny its potential.”49

 Network operators should be permitted to grant priority to types of traf-
fic that inherently require high bandwidth without discriminating within 
and among those types of applications. They should be permitted to engage 
in uniform application-based prioritizing, in which all applications of a cer-
tain type are accorded the same priority of delivery.50 Under such regulation, 
broadband providers should not be prohibited from according higher prior-
ity to all VoIP packets, because such packets are latency-sensitive.51 However, 
broadband providers should be prohibited from prioritizing within such types 
of applications so as to favor their affiliated VoIP applications over those of a 
rival (as providers have been accused of doing in discriminating against VoIP 
provider Vonage while prioritizing and favoring their own VoIP applica-
tions52). Whatever incentive the network operator has to be a “good steward” 
of the applications for which it serves as a conduit,53 that incentive is likely 
outweighed by the operator’s incentive to maximize its own financial inter-
ests, by prioritizing affiliated applications or content. To protect the free flow 
of information, such discriminatory prioritization should be prohibited.
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 This is especially true if the broadband provider can engage in discrimina-
tory prioritization in a manner that is not readily detectable by its subscrib-
ers.54 As discussed earlier, because broadband providers can discriminate 
against content and applications—by outright blocking them or degrading 
their transmission—in a manner that is not transparent to Internet users, users 
cannot effectively “discipline” these actions in any case. Accordingly, broad-
band providers should be barred from entering into deals with content or ap-
plication providers in which the latter pay for priority of delivery—resulting in 
the relegation of nonpaying applications and services to degraded transmis-
sion speeds. As conduits for information in this public forum for expression, 
broadband providers should be prohibited from engaging in bias and allowing 
dominant content or applications providers to lock in their dominant positions 
and lock out disfavored content or applications.
 If, for example, in 2000, Comcast had been permitted to enter into a deal 
with AltaVista to prioritize its search engine application to the exclusion of 
others, then a market entrant such as Google would not have enjoyed a fair 
and equal chance to compete on the merits. Of even greater concern from 
a First Amendment perspective, if Comcast had been permitted in 2000 to 
 enter into an exclusive arrangement with the Wall Street Journal’s news ser-
vice to the exclusion of competing news services and to prioritize the delivery 
of the Journal’s content over all other news content, then Comcast subscribers 
would have been deprived of access to a multiplicity of news services (and 
many would have had no other meaningful alternatives to secure broadband 
Internet access). While broadband providers should be permitted to engage in 
nondiscriminatory prioritization and content-neutral network management 
practices in which they offer different levels of priority to categories of appli-
cations that inherently require network prioritization, they should be prohib-
ited from offering preferential treatment within such categories.55

 In summary, Congress should pass legislation prohibiting (or requiring 
the FCC to prohibit) broadband providers from blocking legal content or ap-
plications and from engaging in discriminatory prioritization or degrada-
tion of such content or applications. Such legislation should also mandate 
transparency in blocking or degrading, requiring broadband providers to in-
form end users in a meaningful way of any content or applications that were 
blocked or degraded and the reasons therefor, so that end users will be able 
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to impose meaningful checks on these decisions of broadband providers and 
ensure that such actions do not mask the provider’s unlawful discrimination.

regulation of dominant search engines

Dominant search engines, while not state actors under current or proposed 
First Amendment analysis,56 nevertheless exercise tremendous control over 
Internet communications—over the billions of Internet searches conducted 
in the United States each month. Because of the important role they serve in 
facilitating Internet expression, and because of the representations they make 
to the public regarding their services, dominant general search engines such 
as Google should be prohibited from acting in a manner inconsistent with 
such representations.
 Google apparently seeks to have it both ways in terms of its responsibility for 
the search results it makes available. On the one hand, it claims that the rank 
it assigns to a particular website is the purely objective result of the applica-
tion of its highly valued computer algorithms, and represents that it assumes 
a purely hands-off approach with respect to such rankings. Google maintains 
that “[t]here is no human involvement or manipulation of [search] results”57 
and that “[t]he beliefs and preferences of those who work at Google . . . do 
not determine or impact our search results.”58 On the other hand, in cases in 
which Google seeks to defend its manipulation of search results—for example, 
its demoting a disfavored website from its former high rank to “no rank”—
Google claims that its rankings constitute its subjective opinions that it is 
allowed to manipulate however it chooses and that such subjective opinions 
are entitled to First Amendment protection and are exempt from any type of 
regulation or scrutiny.
 Google’s own expression in connection with the performance of its general 
search engine function is so minimal and its impact on the ability of others 
to communicate is so great that regulation is warranted to protect free speech 
values in this forum. Such regulation should prohibit dominant general 
search engines such as Google from deliberately manipulating their search 
results on an individualized basis to block or degrade the rank of websites 
that it indexes. Millions of Internet users rely upon Google’s implicit and ex-
plicit representations that its search engine operates objectively and without 
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bias and presents relevant information to users based on their search queries. 
Google should be prohibited from deliberately skewing such results on an in-
dividualized basis and interfering with users’ justifiable expectations and free 
speech interests. As Frank Pasquale argues,

Search engines . . . are poised to become the chief organizer and forum for 
research, public discussion and commercial competition among Internet us-
ers. . . . Rather than hiding behind the mechanical application of First Amend-
ment protections, new public fora like search engines should promote the First 
Amendment goal of open public forums.59

Even if Google enjoys some minimal First Amendment interest in its search 
results, this interest is outweighed by the free speech interests of the public 
in accessing “information from diverse and antagonistic sources [that] is es-
sential to the welfare of the public.”60 As the Supreme Court held in Turner, 
in upholding must carry regulations imposed upon cable systems operators, 
although the operators enjoyed some First Amendment editorial rights in de-
ciding what content to carry, these rights were outweighed by the free speech 
interests of members of the public in the “widest possible dissemination of 
information from diverse and antagonistic sources.”61 Furthermore, Congress 
can constitutionally regulate dominant search engine providers, not only to 
require that they provide access to such content but also to require that they 
provide meaningful access to such content. The Cable Act upheld in Turner 
required cable systems operators not just to carry broadcast stations, but to 
carry them in a manner in which they would be meaningfully accessible by 
members of the public. Similarly, Congress enjoys the power to authorize the 
regulation of dominant search engines to require that they provide mean-
ingful access to content, free from deliberate manipulation of the ranking of 
these websites by the search engine providers.
 Congress also has the power to authorize the regulation of the provision 
of advertising by dominant search engine providers—much as it did in the 
statute involved in C.B.S. v. F.C.C.—to ensure that members of the public have 
meaningful access to information necessary for the effective operation of the 
democratic process. If dominant search engines were to prohibit political can-
didates from securing sponsored links to enable them to present information 
necessary to the effective operation of the democratic process, Congress has 
the authority to regulate such providers to ensure that they provide rights of 
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access in this forum. Indeed, Google has been roundly criticized for the as-
pect of its sponsored link policy that prevents individuals from securing a 
link that “advocates against an individual, group, or organization,”62 which 
Google has employed to prohibit a substantial amount of political discus-
sion and debate.63 Whatever right to editorial discretion is enjoyed by the 
dominant search engines to control their advertising, in balancing these free 
speech interests against the free speech interests of the political candidates 
and the electorate, the Supreme Court has made clear in a related context that 
“[i]t is the right of the viewers and listeners, not the right of the broadcasters 
[or search engines], which is paramount.”64 As in C.B.S. v. F.C.C., a limited, 
statutory right of access for political candidates in this context would make “a 
significant contribution to freedom of expression by enhancing the ability of 
candidates to present, and the public to receive, information necessary for the 
effective operation of the democratic process.”65 Further, such a right of access 
would be consistent with ensuring that such an “important resource . . . will 
be used in the public interest.”66

•  •  •

 In summary, Congress should pass legislation prohibiting (or requiring 
the FCC to prohibit) broadband providers from blocking legal content or ap-
plications and from engaging in discriminatory prioritization or degradation 
of such content or applications. Such legislation should also mandate trans-
parency in blocking or degrading. It may also be necessary for Congress to 
enact legislation authorizing the regulation of dominant search engines (such 
as Google in today’s market) to prohibit them from manipulating search re-
sults on an individualized basis and to require them to provide political can-
didates with meaningful, uncensored access to forums for communicating 
with the public.



this book ha s e x amiNed the CoNseQueNCes that Flow 
from the fact that expression on the Internet is ultimately con-

trolled by a handful of powerful private entities. The pipelines and forums for 
Internet speech are now owned by a handful of private corporations, and those 
owners are no longer regulated in their ability to facilitate or thwart the trans-
mission of such expression on the Internet. I have explored how free speech 
doctrine and policy have evolved to the point where the companies who own 
the pipelines and forums for Internet expression now have the power to decide 
which expression is and which expression is not communicated via their pipe-
lines and forums and how they exercise that power in ways that threaten free 
speech values. As a result of such privatization and concentration of power, 
and of actions taken by the FCC and the courts to immunize these Internet 
actors from regulation, we may indeed be “witnessing the beginning of the 
end of the Internet as we know it.”1

 When the government privatized the Internet’s infrastructure, the con-
duits that were responsible for facilitating the transmission of expression—
providers of narrowband Internet access—were still regulated as common 
carriers and were obligated not to discriminate against content or applica-
tions. Then, in 2002, the FCC—influenced by a negative conception of the 
First Amendment—began to remove nondiscrimination obligations from 
broadband providers. Abandoning this nation’s long history of regulating 
telecommunications providers (such as mail, telegraph, and telephone pro-
viders) to charge them with obligations not to discriminate against content, 
the FCC chose instead to entrust the protection of Internet users’ free speech 
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interests to the market (such as it is). And the Supreme Court approved of this 
course of events in 2005 in the Brand X decision, which further encouraged 
the FCC to continue its course of deregulating broadband providers.
 Under the current legal regime, broadband providers and other Internet 
conduits for expression are now essentially free to censor and otherwise dis-
criminate against whatever content or applications they choose. Given this 
freedom, these actors have indeed discriminated against content and applica-
tions in a variety of ways—including against political expression and other 
speech that is highly valued within our constitutional scheme. It should come 
as no surprise that they would do so. As unregulated market actors, these 
private speech regulators have various incentives to discriminate against ex-
pression—expression that they believe is unpopular or disfavored by their 
subscribers or expression that conflicts with their own political, economic, 
or other interests. The prevailing negative conception of the First Amend-
ment maintains that private actors—including powerful regulators of Internet 
speech such as broadband providers and dominant search engines—should 
enjoy this freedom to regulate speech on (and through) their property how-
ever they see fit. Under an affirmative conception of the First Amendment, 
however, such powerful private Internet actors could constitutionally be regu-
lated, and should be regulated, to prohibit them from discriminating against 
expression. Indeed, in its foundational free speech jurisprudence, the Supreme 
Court embodied an affirmative conception of the First Amendment in various 
important doctrines, under which powerful private actors are charged with 
obligations to facilitate and not discriminate against expression.
 The Supreme Court and the FCC’s earlier adoption of the affirmative con-
ception of the First Amendment is most clearly evidenced in the state action 
doctrine, the fairness doctrine, the common carriage doctrine, and must 
carry regulations, each of which imposes on dominant private regulators of 
speech the obligation to facilitate and not discriminate against the speech of 
others. In the past, the Court has evidenced its strong approval of the im-
position of these obligations upon powerful private conduits, in order to up-
hold First Amendment values, which ultimately provide the foundation for 
our system of democratic self-government. As the Court explained in Turner, 
such obligations advance our national communications policy of securing 
“the widest possible dissemination of information from diverse and antago-
nistic sources.” Further, regulation of powerful private speech regulators, 
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pursuant to this  national communications and free speech policy, “seeks to 
facilitate the public discussion and informed deliberation, which, as Justice 
Brandeis pointed out many years ago, democratic government presupposes 
and the First Amendment seeks to achieve. . . . [A]ssuring that the public has 
access to a multiplicity of information sources is a governmental purpose of 
the highest order, for it promotes values central to the First Amendment.”2

 So, how should we begin to protect freedom of expression in the Internet 
age? First, the Supreme Court and the FCC should revive the affirmative con-
ception of the First Amendment in order to impose nondiscrimination obli-
gations on powerful conduits of Internet expression. The Court should update 
and recast its state action jurisprudence, to abandon its reliance on whether 
the actor in question performs “traditional” functions of the government, be-
cause such an antiquated analysis will forever preclude Internet actors from 
being considered state actors chargeable with First Amendment duties. Fol-
lowing the lead of state courts in interpreting the free speech guarantees of 
their constitutions, federal courts should update their interpretation of the 
“traditional government function” and other prongs of the state action doc-
trine, and should return to the principles articulated by the Supreme Court 
in its foundational state action free speech jurisprudence to impose constitu-
tional obligations on powerful private regulators of speech.
 In applying the state action doctrine within the Internet context, courts 
should reach the conclusion that the Internet itself is the functional equivalent 
of a public forum—a forum for expression that, like public streets, sidewalks, 
and parks, has a broadly speech-facilitating character, is a “natural and proper 
place for the dissemination of information and opinion,”3 and is today one of 
the “paradigmatic loci of First Amendment values because it permits speakers 
to communicate with a wide audience at a low cost.”4 The regulation of speech 
on the Internet by powerful private regulators therefore constitutes the regu-
lation of speech within a public forum for expression. In evaluating which 
private regulators of Internet speech should be considered state actors, courts 
should (1) assess the extent of the power that the actor exerts over the Internet 
expression at issue (including an assessment of the availability of alternatives 
for the Internet speaker to escape such power) and (2) balance the compet-
ing free speech and other claims of the regulator against those of the would-
be speaker. Applying this updated interpretation of the state action doctrine, 
courts should conclude that at least two types of Internet speech regulators—
broadband providers and the Internet Corporation for Assigned Names and 
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Numbers—are state actors chargeable with the same First Amendment obli-
gations as is the government.
 Under the Supreme Court’s foundational First Amendment jurisprudence, 
the government itself, of course, is charged with the obligation to facilitate 
and not discriminate against expression—most important, in forums that are 
especially suited to the communication and exchange of ideas and informa-
tion. The public forum doctrine mandates that the government make avail-
able public property that is well-suited for such communication for the “unin-
hibited, robust, and wide-open” discussion of and debate on matters of public 
and societal importance. But the public forum doctrine, like other doctrines 
embodying the affirmative conception of the First Amendment, has also been 
substantially weakened in recent years. As a result of the courts’ contraction 
of the public forum doctrine, we find ourselves in a situation in which not only 
dominant private regulators but also the rare public regulators of Internet fo-
rums are increasingly immune from meaningful First Amendment scrutiny. 
Indeed, the Supreme Court recently held that public libraries’ provision of 
Internet access to their patrons did not constitute a public forum—despite the 
acknowledgment by the libraries that they provided Internet access to their 
patrons precisely to create a public forum for the exchange of information and 
ideas on all manner of subjects. As a result, the Supreme Court went on to 
hold that libraries’ content-based restrictions on their patrons’ Internet access 
were not subject to meaningful First Amendment scrutiny (and were not in 
violation of the First Amendment). Other courts have followed suit and have 
declined to subject government actors to meaningful First Amendment scru-
tiny in their actions discriminating against Internet content. Like the other 
First Amendment doctrines embodying an affirmative conception of the free 
speech guarantee, the public forum doctrine should be reinvigorated by the 
courts to impose meaningful scrutiny of Internet speech regulations.
 In summary, the Supreme Court should reinvigorate the various First 
Amendment doctrines that incorporate the affirmative conception of the free 
speech guarantee and should apply these doctrines within the Internet realm. 
Government actors should be held to meaningful First Amendment scrutiny 
when they restrict expression on the Internet, as should powerful private ac-
tors such as broadband providers and ICANN.
 In the alternative, if judicial relief is unavailing, Congress should step  
in to enact legislation to remedy the problems wrought by the FCC’s decision 
to immunize broadband providers from common carriage obligations, and 
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should reimpose—or require the FCC to reimpose—on broadband provid-
ers the nondiscrimination obligations historically imposed on conduits for 
communication under common carriage law. Contrary to the contentions 
of broadband providers, such legislation would not violate providers’ First 
Amendment rights. Congress enjoys the power to enact such regulation and 
should do so in order to advance important free speech values. In particu-
lar, Congress should pass legislation prohibiting broadband providers from 
blocking or discriminating against legal content or applications. Such legisla-
tion should also mandate transparency in blocking or degrading, requiring 
broadband providers to inform end users in a meaningful way of any content 
or applications that were blocked or degraded and the reasons therefor. This 
transparency requirement will enable end users to impose meaningful checks 
on broadband providers’ determinations that the content or applications that 
were blocked were illegal, and will help to ensure that such actions do not 
mask the provider’s unlawful discrimination on the basis of content.
 In addition, given the enormous, unchecked power that dominant search 
engines such as Google exercise over forums for Internet expression, Con-
gress should enact legislation authorizing the regulation of such dominant 
search engines to require that they provide meaningful, uncensored access 
to Internet content (as they in fact promise to do) and to prohibit them from 
deliberately manipulating search results on an individualized basis. Such leg-
islation would not violate the First Amendment rights of dominant search 
engines, and would advance important free speech goals by ensuring that  
the public has meaningful, unbiased access to the universe of Internet content 
and  applications.

•  •  •

 To fulfill the Internet’s promise of being “the most participatory market-
place of mass speech that this country—and indeed the world—has yet seen,”5 
those few companies that serve as the gatekeepers for expression on the Inter-
net should be regulated to ensure that they act as good stewards within this 
marketplace—free of discrimination and censorship, and true to the free 
speech values that are necessary to facilitate the public discussion and in-
formed deliberation that democratic government presupposes and the First 
Amendment requires.
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providers’ free speech interests and subjecting open access requirements to strict 
scrutiny. In that case, cable broadband providers claimed that the First Amendment 
prohibited the local government from imposing open access requirements on them. 
Broward County, Florida, had passed an open access ordinance requiring cable broad-
band providers to “provide any requesting Internet Service Provider with access to its 
Broadband Internet access transport services (unbundled from the provision of con-
tent) on rates, terms, and conditions that are at least as favorable as those on which it 
provides such access to itself, to its affiliates, or to any other person.” Id. Plaintiffs TCI 
and Media One, which provided high-speed interactive cable modem services to their 
cable subscribers and each of which had exclusive arrangements with Internet service 
providers to provide content, challenged the ordinance’s open access requirements on 
First Amendment grounds, among others. The cable operators further contended that 
the open access requirements impermissibly infringed on their editorial discretion 
regarding which content to make available through their choice of Internet service 
provider to be bundled with their provision of broadband access. TCI had formed a 
company called Excite@Home to develop content (such as news programming) to be 
made available via its cable modem services. The cable operators contended that, just 
as cable operators choose certain television programming to make available to their 
subscribers, they also choose to make certain Internet content available and to market 
their chosen Internet content provider as an integral part of their overall program-
ming. The cable operators contended that, just like newspaper editors, they enjoyed 
a First Amendment right to choose which content to provide and which content to 
refuse to provide. Broward County, in contrast, defended its open access requirements 
by contending that the various functions provided by cable broadband operators—the 
pure transmission-conduit function and the editorial function—were severable, and 
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ternet access was an integrated service, the sum of which was analogous to the edito-
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broadband Internet access by cable operators was subject to similar protection against 
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“intrudes upon the ability of the cable operator to choose the content of the cable 
system, . . . penalizes expression, and forces the cable operators to alter their content 
to conform to an agenda they do not set.” Id. at 11. The court found no justification for 
reducing the level of scrutiny applicable to the ordinance. Comparing the case to the 
circumstances of regulation at issue in Turner, the court found no special character-
istics that would reduce the level of scrutiny applicable to the state intervention in the 
market under consideration. While in Turner the Supreme Court found that cable op-
erators enjoyed “bottleneck” or “gatekeeper” control over the television programming 
channeled into subscribers’ homes, the Comcast court found that cable broadband 
operators exercised no such bottleneck control (resting its finding in part on the fact 
that most Internet customers access the Internet via telephone, which is subject to 
common carriage requirements). Finding no reason to subject the ordinance’s open 
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